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Abstract. The ornamental stone industry in Brazil is distinguished by its vast variety of rock types, presenting
a unique challenge for classification due to its inherent subjectivity and reliance on expert judgment. To address
this issue, this study introduces a publicly accessible database, Ornamental Rocks dataset, comprising 12 distinct
classes and 1,794 images, and evaluates ten image classification models for ornamental stones: AlexNet, VGG16,
VGG19, DenseNet121, DenseNet169, ResNet50, ResNet101, Xception, Inception V3, and Vision Transformer
(ViT) networks. Additionally, these models are tested on two other ornamental stone databases: the Rock Image
Dataset, which contains 711 rock images divided into 9 classes, and the Ornamental Stone Slab dataset, with 34,630
images divided into 45 classes. Finally, the models are trained on a unified database encompassing all 66 classes
of ornamental stones. Our empirical analysis indicates that the ViT model outperforms traditional architectures on
the database created for this study, achieving an accuracy rate of 98.36%.
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1 Introduction

When used for coverings and decorative purposes, natural rocks are referred to as ornamental rocks. Brazil
holds a pivotal role within the ornamental stone industry. According to a 2022 report by the Brazilian Association
of the Ornamental Rocks Industry, Brazil produced 10 million tons of ornamental rocks, with granite, marble, and
quartzite being the predominant types [1]. The production data for 2022 reveals that granites and similar stones
accounted for 40% of the total output.

Despite its significance to the national economy, the classification of ornamental rocks within Brazil relies
heavily on subjective assessments, necessitating expertise from specialists in the field [2]. This subjectivity leads
to discrepancies between buyers and sellers regarding the quality and categorization of materials. Consequently,
there is a compelling case for exploring automated approaches to the classification of ornamental rock imagery.
Such technological advancements could significantly reduce subjectivity in the classification process and enhance
the comprehension of all stakeholders involved [3].

Since the early 1990s, considerable research has focused on developing methodologies for the automatic clas-
sification of rock imagery [2, 4–9]. Convolutional Neural Networks (CNNs) have been widely used in ornamental
rock image classification. Recently, Vision Transformers (ViTs) have shown superior performance compared to
CNNs in various image classification tasks [10]. This work proposes adopting the Vision Transformer (ViT) for
this task, exploring its potential to enhance current methods.

This study outlines a structured approach to addressing the challenges of ornamental rock classification
through the following strategies:

• The study will employ the Vision Transformer (ViT) neural network model for the classification of ornamen-
tal rocks using images from the developed database and the images from databases selected for this work.
The performance of the ViT model will be evaluated in comparison with other neural network architectures,
including AlexNet, VGG16, VGG19, Densenet121, Densenet169, ResNet50, ResNet101, Xception, and
Inception V3.

• We present the Ornamental Rocks dataset, a comprehensive database consisting of images of three primary
types of ornamental rocks: granite, marble, and quartzite. This database contains a total of 1,794 images,
covering 12 rock classes. It is composed of photographs sourced directly from entities in the ornamental
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stone sector, with the collection process managed by the researchers. Furthermore, the database is made
publicly available.

• Evaluation on existing databases: Two existing databases were selected for this work due to their labeled
images of ornamental stones: (i) ‘Rock Image Datasets’, with 711 images across 9 classes, and (ii) ‘Or-
namental Stone Slabs’, containing 34,630 images divided into 45 classes. Additionally, a unified database
composed of these three databases will be created. The total number of images among the classes in this
database varies greatly, leading to an imbalance in the class group, which presents a challenge for machine
learning models [11].

The article is structured as follows: Section 2 presents related works, Section 3 introduces the databases and
the methods for image classification, and Section 4 shows the experimental results. Finally, Section 5 presents the
main conclusions of the paper.

2 Related Works

In 1995, researchers were exploring the use of machine learning to classify ornamental rocks. Hernandez et
al. [4] conducted a comparative study between traditional clustering and classification algorithms and a Multi-layer
Perceptron (MLP) neural network employing Backpropagation (BP). The study evaluated four algorithms: the a
priori Euclidean Classifier, the Euclidean Classifier by supervised learning, the Bayesian a priori Classifier, and
the Statistical Classifier by supervised learning. It specifically focused on the image classification of “Sierra de la
Puerta” marble, analyzing the colors within each image using the RGB color system. The findings indicated that
the neural network model achieved a classification closely aligned with the assessments of industry experts, albeit
requiring a longer learning time.

Ferreira et al. [3] employed CNNs for the classification of granite slab images. Their approach involved
segmenting the original images into smaller sections. Following the neural network’s analysis and classification of
these segments, a majority voting mechanism was employed to classify the original image. This method proved
effective in classifying granite slabs across various resolutions and sizes. The study trained four neural networks:
three inspired by the digit recognition challenge using the MNIST database, and one based on the CIFAR image
recognition challenge. In experiments with 32x32 pixel images, without employing the majority voting strategy,
the CIFAR-based network achieved an accuracy rate of 87.26%. This was significantly higher than other networks
that relied solely on high-resolution image feature extraction, which recorded accuracies around 33%.

Pascual et al. [8] employed CNNs for image classification using the Rock Image Datasets. The study initially
focused on applying a CNN to the dataset to evaluate its performance metrics. Utilizing a 3-layer CNN resulted
in an impressive accuracy of 99.60%. Subsequently, the same network was applied to images captured by robots
during rock exploration activities in the field, where the images were not acquired under controlled conditions.
This new task was simplified into a binary classification problem where the images were classified into breccia and
non-breccia. For field-acquired images, a modified CNN with 5 layers demonstrated an accuracy of 89.43%.

In 2021, Ouzounis et al. compared 15 convolutional neural networks on a dataset containing 489 marble
images sourced from a production line in Northeast Greece. The networks analyzed included DenseNet, Inception,
and ResNet (residual networks), among others. The study aimed to compare the networks and interpret the heat
maps generated by Gradient-weighted Class Activation Mapping (Grad-CAM). The results indicated that CNNs
achieved superior outcomes compared to models such as Support Vector Machine (SVM), K-Nearest Neighbors
(KNN), Random Forest (RF), and MLP, particularly in classifying marble images based on texture. DenseNet201
outperformed the other networks analyzed, achieving an accuracy rate of 83.24%.

The work of Xu et al. [12] conducts classification using microscopic images of rock. Seven different
convolutional neural networks were compared: Xception, MobileNet v2, Inception ResNet v2, Inception v3,
DenseNet121, ResNet101 v2, and ResNet-101, utilizing the technique of transfer learning. The images were
randomly selected with a ratio of 9:1 between the training dataset and the testing dataset, with the training dataset
comprising 13,463 images and the testing dataset comprising 1,487 images. The results demonstrated that the
Xception-based model achieved the highest performance, with an accuracy of 97.66% on the training dataset and
98.65% on the test dataset.

The authors, Yimeng Zhou, Louis Ngai Yuen Wong, and Keith Ki Chun Tse, developed a new CNN called
HKUDES Net [13], specifically designed to classify seven common types of rocks in Hong Kong, including fine-
grained, medium-grained, and coarse-grained granites, fine and coarse ash tuffs, feldspar rhyolite, and granodiorite.
The implementation of the “alerting level” in HKUDES Net was crucial in eliminating overfitting, significantly
improving the network’s performance in rock image classification. The best results achieved by HKUDES Net
include an accuracy of 96.5%, a recall of 95.7%, and an f1-score of 96.1%. The study highlights the effectiveness
of HKUDES Net in handling similar textures and different grain sizes, outperforming ten benchmark CNNs and
seven feature-based algorithms in terms of accuracy, recall, and f1-score.
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3 Materials and Methods

3.1 Materials

Database 1 - Ornamental Rocks Dataset1: The database developed in this study was compiled with the assis-
tance of Angramar Granitos e Mármores, a company based in Cachoeiro de Itapemirim-E.S., Brazil. Through field
visits, 1,794 images were collected, covering 12 classes of rocks: three varieties of granite, three of marble, and
six types of quartzite. Figure 1 shows the 12 classes in the database. The images were captured using the follow-
ing equipment: Canon PowerShot SX40HS camera (12.1 MP); Motorola G20 smartphone (48 MP) and Samsung
Galaxy S20 FE smartphone (12 MP).

Figure 1. Rock Classes in the Ornamental Rocks dataset. From the top to bottom, left to right: granite-blackswan,
granite-lucyinthesky, granite-nevascawhite, marble-dolomite-brancoparana, marble-dolomite-calacata, marble-
shadow, quartzite-biancosuperiore, quartzite-oceanblue, quartzite-patagonia, quartzite-silvermoon, quartzite-
tajmahal and quartzite-volupia.

Figure 2. Classes and their quantities in the Ornamental Rocks dataset and Rock Image Datasets

Database 2 - Rock Image Datasets [6, 8]: This database was created by Shu et al. [6] and is publicly available2.
It contains 711 rock images, divided into 9 classes. In the Figure 2, the table on the right shows the classes and the
number of images in each one.

Database 3 - Ornamental Stone Slabs3: This database contains 34,630 images, divided into 45 classes. The
database was created by João Victor Costa Araujo and provided by Cajugram Granitos e Mármores do Brasil Ltda.
Although Database 3 has a large number of images, it has a considerable imbalance between the classes, unlike
the previous two databases, which have a relatively similar number of images across the classes. Figure 3 shows
the distribution of images among the classes.

One of the challenges in correctly classifying images of ornamental stones lies in the similarity between
some types of rocks. Figure 4 shows two classes of rocks obtained from the listed databases. It is possible to notice
the great similarity between these classes, which can pose a difficulty for the models in correctly classifying the
images.

1https://www.kaggle.com/datasets/douglasfiriodias/ornamental-rocks-dataset
2https://data.mendeley.com/datasets/7g7zpy9vcb/1
3https://www.kaggle.com/datasets/joovictorcostaaraujo/chapas-polidas-de-rochas-ornametais
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Figure 3. Classes and their quantities in the Ornamental Stone Slabs

Figure 4. Similar Classes in the databases

3.2 Methods

In this study, ten neural network models were used: the Vision Transformer [10], which utilizes a Transformer-
based architecture; and CNNs including AlexNet [14], Inceptionv3 [15], Xception [16], ResNet50 and ResNet101
[17], DenseNet121 and DenseNet169 [18], along with VGG16 and VGG19 [19]. CNNs are designed to learn
spatial hierarchies of features through backpropagation by using multiple building blocks, such as convolution
layers, pooling layers, and fully connected layers. The convolution layers apply a set of learnable filters to the
input image, enabling the network to detect various features such as edges, textures, and shapes. Pooling layers re-
duce the dimensionality of the data, making the computation more efficient while retaining important information.
Finally, the fully connected layers interpret the extracted features to make a final classification or prediction. The
hierarchical structure of CNNs allows them to capture complex patterns and structures in the data, making them
particularly powerful for image classification, object detection, and other tasks involving high-dimensional data.

The differences between various CNN architectures mainly involve the number of layers, the types of layers,
the sequence of these layers, and the specific parameters used within them. Some architectures, like VGG, utilize
a straightforward approach with a deep stack of convolutional layers of the same size, while others, like ResNet,
introduce shortcut connections to allow gradients to flow more easily during training. Inception networks employ
a more complex structure that combines multiple convolutional operations with different kernel sizes at each layer,
enabling the network to capture information at various scales. DenseNet connects each layer to every other layer
in a feed-forward fashion to improve information flow and gradient propagation. The Inception architecture cap-
tures features at multiple scales within each module using various convolutional filters, while Xception replaces
Inception modules with depthwise separable convolutions for greater efficiency and performance.

The Transformer network is a learning architecture designed for sequential data that does not require process-
ing in a specific order, initially applied to the field of natural language processing [20]. It comprises an encoder-
decoder structure for handling sequences of elements, fundamentally relying on the concept of self-attention mech-
anisms. The intuition behind self-attention is that not all words in a sentence are given equal importance. Hence,
self-attention is a mechanism that establishes relationships between words within the same sentence, aiming to fo-
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cus on some words while others receive minimal attention. This mechanism can aid in the disambiguation process
for words that have the same spelling but different meanings.

The Transformer architecture has been adapted for image recognition tasks [10]. In the architecture for a
ViT network, initially, the input image is divided into smaller fixed-size patches, which are then embedded into
a vector that feeds into a transformer encoder. This encoder consists of alternating layers of Multi-Head Self-
Attention (MSA) and MLP blocks. Similar to the Transformer network, the MSA plays a crucial role in the
process of analyzing images within ViT network. The images, segmented into smaller fixed-size patches, function
analogously to words (or tokens) in a Transformer network. Linearizing the image patches treats each as an
individual input unit. Consequently, the self-attention mechanism is applied to these image parts, enabling the
network to learn about the relationships between them.

The core concept is to view images as a sequence of patches (rectangular segments of the original image) and
then employ the architecture to generate a compact representation of the image. This process unfolds in two stages:
the first involves extracting features from the image patches, and the second aggregates these features into a global
representation of the image. In the initial stage, the Transformer architecture extracts features from the image
patches in a sequence of vectors. Each patch is regarded as a word in the sequence, and the architecture generates a
contextualized representation of each, considering the others. This implies that the attention-equipped architecture
can capture contextual information from various parts, thereby producing a richer and more informative repre-
sentation of each segment. In the subsequent stage, the features derived from the patches are amalgamated into a
singular global representation of the image. The outcome of this aggregation is a linear layer, where each subgroup
represents a 1x1 matrix. This global representation then serves as input for a classifier layer, which assigns a label
to the image.

4 Experiments and Results

For training and testing the models, the three databases were used separately, and a unified database was
created by joining the three databases, totaling 37,135 images and 66 classes of ornamental rocks, divided in the
proportion 70/15/15 for training, validation, and testing. Since the 10 models used in this study have a maxi-
mum image input size of 384x384, an initial image pre-processing phase was carried out to obtain images of size
400x400 in all 66 classes, which contributed to a shorter processing time for the models.

All models were trained with the same parameters, including the learning rate and number of epochs. The
AdamW [21] optimizer was employed for its effectiveness, complemented by the OneCycleLR [22] policy to
dynamically adjust the learning rate based on training progression. Figure 5 shows the Confusion Matrix for the
ViT model, considering Database 1. Figure 6 shows the results for the models, for each database.

Figure 5. Confusion Matrix for the ViT model in the Database 1.
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Figure 6. Results for accuracy and F1 metrics on test data.

The performance of the Vision Transformer (ViT) network is notable when compared to convolutional net-
works. In the Database 1, the ViT network achieved a substantial accuracy rate of 98.36% and F1-measure of
98.42%, significantly outperforming the other networks. The second-best accuracy on this database was 92.61%.

In the other databases, the ViT network consistently ranked among the top three models. However, its lowest
performance was on Database 3, which includes 45 classes. In the unified database, which combines all three
databases and includes 66 classes, the ViT achieved an accuracy of 92.99%, very close to the highest accuracy of
93.02% obtained by the ResNet50 model. Additionally, the F1 score of the ViT on the unified database (92.82%)
was slightly higher than that of the ResNet50 network (92.68%).

The ResNet50 and ResNet101 networks also demonstrated strong performance across the databases. These
models, along with the ViT network, were almost always among the top three networks. Notably, in Database 2,
the ResNet50 network had its worst performance, with an accuracy of 83.92%.

It is important to note the high imbalance present in Database 3. Barulina et al. [11] presented a study on the
impacts of neural networks trained on unbalanced databases, highlighting issues such as the tendency of networks
to incorrectly predict images from minority classes and potential overfitting. In our work, the models were trained
on the database as is, without trying to balance the classes.

5 Conclusion

The present study sought to analyze the performance of a Vision Transformer (ViT) network in classifying
images of ornamental rocks. Using a database created for this study and two other databases, the ViT was trained
and its performance was compared to the performance of 9 other neural network models. The ViT outperformed
the other models in the database with 12 classes created for this study, and was among the top three models in
all studies in the other databases. This shows the robustness and the potential of using a model with transformer
architecture for image classification.

As future research proposals, the performance of the Vision Transformer can be compared to models such as
ConViT (Convolutional Vision Transformer) [23], which combines characteristics of convolutional networks with
the Transformer architecture. It is also planned to develop a mobile version.
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