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Abstract. Structural health monitoring using the Internet of Things (IoT) is the latest technique employed in the 

field of structural damage detection. Although conventional systems based on commercial sensors, such as 

piezoelectric accelerometers, provide high accuracy, their high cost often limits their application. To address this 

issue, one possibility has been the development of strategies using low-cost sensors. However, there are several 

challenges to be addressed, such as the optimization of the low-cost devices to increase their reliability in reading 

and processing data, and the development of data storage and data transmission strategies, mainly for dynamic 

monitoring applications, which requires working with large amounts of data. In this regard, this paper presents the 

development of a low-cost SHM solution, which is able to collect, store, process and transmit vibration data to the 

cloud from an instrumented aluminum beam. For this purpose, a prototype is developed using an ESP32 board, an 

MPU6050 triaxial accelerometer and a microSD card. A completely low-cost system is adopted, where the data 

processing and availability of results to the final user is performed in the free version of ThingSpeak IoT platform 

from MathWorks. As a result, a fully automatic dynamic monitoring strategy able to collect, store and transmit 

raw vibration data to the cloud is developed. Then, the raw acceleration data is processed and analyzed in the 

cloud, where the Fast Fourier Transforms (FFT) are computed and visualized in quasi-real time. 
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1  Introduction 

The technological advances in the last decades have enabled the creation of many devices and systems for 

Structural Health Monitoring (SHM). The recent creation of new devices with higher capacities and also lower 

prices, and the aging of the infrastructure have provided a growing interest in civil engineering professionals to 

implement SHM systems for monitoring the structural integrity of buildings and infrastructure.  

The use of systems with connectivity to the internet becomes essential to assist in the collection, management, 

and storage of data for SHM. The Internet of Things (IoT) appears widely requested in all fields of engineering 

and is being widely developed for SHM systems in the field of civil engineering, as shown in Jie et al. [1], Muttillo 

et al. [2], Nuzzo et al. [3], Mohapatra et al. [4] and Dabbakuti [5]. 

In this context, understanding that the use of IoT a for an SHM system can significantly improve the 

infrastructure operational and maintenance decision, this article presents a routine of an IoT application for 

structural dynamic monitoring using low-cost sensors, exemplifying a strategy for collecting, sending, storing and 

visualizing data. A prototype of an electronic device with a routine for collecting, storing, and sending data to the 

cloud is developed in this work. The evaluation of the prototype is done using an aluminum beam in the laboratory, 

instrumented with commercial accelerometers. The automatic strategy to collect, send, analyze, and provide the 

results to the user is resumed explained in this paper. 

It is important to say that this project intended to create a complete SHM system using IoT with low-cost solutions. 

Therefore, all the solutions adopted are made with low-cost sensors and free IoT platforms as the ThingSpeak 

adopted in this article. 
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The ThingSpeak is an IoT Cloud from Mathworks that has a free and paid version. Searching for a low-cost 

strategy this paper presents a routine that explores the free version of the Mathworks platform taking care of its 

limitation. Because of its restriction in the data receiving frequency and analysis, the ThingSpeak is mostly used 

for static measurements, as seen in Glisié and Inaudi [6]. Even though, this IoT platform has an advantage the 

possibility to process MatLab coding online in the Cloud allowing autonomous data preparation and analysis, and 

using some strategies may be used for dynamic monitoring as shown in this article. 

. 

2  Methodology 

According to Moradi et al. [7], to implement a structural monitoring process is necessary to establish the 

monitoring aim and select an adequate strategy, identifying and selecting representative parameters to be 

monitored. It is necessary selecting an appropriate monitoring system, design a sensor network, establish the 

monitoring schedule, and plan data exploitation. Therefore, for the development of this project, the methodology 

applied followed the necessities to implement a monitoring process listed by Moradi et al. [7], solving some issues 

ordered in Fig. 1 the monitoring strategy methodology was implemented.  

The starting point was determining an aim and the relevant parameter, after determining the monitored issue 

the monitoring strategy was defined, including the monitoring system, monitoring schedule and sensor network, 

and finally doing de data exploitation making the results available to the user.  

 

 
Fig. 1. Procedure followed for the monitoring system development. 

3  Low-cost monitoring system 

3.1 Monitoring Aim and Relevant Parameters 

The project is designed to be used for dynamic monitoring of transportation infrastructure. Several situations 

of structural failure or where is need an intervention in the transportation infrastructure are reported in the 

literature, some examples can be seen in Xu et al. [8], Selvakumaran et al. [9], Cao et al. [10], Wang et al. [11], 

Khodabandehlou et al. [12]. Failure cases can be caused by extreme environmental situations, deterioration over 

time, special solicitations, or inadequate use of the infrastructure as seen in Wang et al. [11] with the passage of 

overloaded vehicles. Such situations can cause accidents and generate expressive losses. One way to prevent such 

occurrences is the use of continuous monitoring of infrastructures to predict catastrophes or assist in the 

management of inspection and maintenance. The monitoring system may also be useful during specific operations, 

such as rehabilitation, to guarantee its integrity, and not only during operational situations. 

The final objective of this project is to create a fully autonomous low-cost monitoring system that can identify 

if there is any damage in the structure. To do it, the system analyzes the dynamic structural response. So, the 

collected parameters are the acceleration and temperature, both are relevant for damage identification and 

localization. As shown in Satpal et al. [13] the structural dynamic response may be used with Machine Learning 

(ML) to access the integrity of the element.  

Therefore, this paper only shows a low-cost dynamic monitoring system for structural components of the 

transportation infrastructure, the developing system intends to use ML technics to classify the data into the 

ThingSpeak Cloud. 

3.2 Monitoring System and Schedule 

 

For the low-cost prototype development, it has been used an ESP-32 WROOM DevKit, a MPU 6050 3-Axis 

Gyroscope Accelerometer module, a microSD card adapter, and a 4 GB micro SDHC memory module, Fig 2. 

 



F. Author, S. Author, T. Author (double-click to edit author field) 

CILAMCE-2024 

Proceedings of the joint XLV Ibero-Latin-American Congress on Computational Methods in Engineering, ABMEC  

Maceió, Brazil, November 11-14, 2024 

 

 
Fig. 2. Prototype used on the low-cost monitoring system proposal. 

 

Developed to be used for dynamic readings of transportation infrastructure, the prototype has a routine that 

only starts the data storage when the accelerometer registers values (Ac_read) higher than the reference value 

(AC_ref), Fig 3, this trigger may be activated by the passage of a vehicle on the structure. An example of an 

application for the prototype is for railway structures where the sensor will activate only during the train passage. 

 Fig. 3 shows the routine implemented for the prototype. When Ac_read is higher than the Ac_ref the device 

creates a new document in the SD Card where the sampling data will be stored then the routine of sampling and 

storage data is started. This routine has some time controls to guarantee the reading frequency rate and the sampling 

interval. The data collected may be saved in a .txt or .csv document type in the SD Card. For the prototype used 

in this demonstration, all the data is saved in a text document. 

During the sampling stage the ESP 32 works as a Data Acquisition System, after finished the sampling interval it 

stops the accelerometer readings and starts the routine for sending data to ThingSpeak Cloud. In this phase, the 

ESP32 work as a gateway, sending information to the internet. The ThingSpeak accepts data sent by HTTP request 

or protocol MQTT.  

The dynamic data may be larger than the memory of ESP32 or than the amount of data accepted by 

ThingSpeak for one single data sending-request. To solve this problem the prototype separates an amount of data 

adequate with the ESP32 and ThingSpeak capacity, sending several JSONs with the maximum amount of data 

possible. The routine that sends data repeats until all the data had been sent to the Cloud, after this, the prototype 

read the temperature collected by the MPU6050 and sends a last request to the ThingSpeak with the temperature 

and with a trigger to start the data verification routine automated in the Cloud. 
 

 
Fig. 3. Routine implemented in the prototype. 
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3.3 Sensor Network 

Several strategies may be used to design a sensor network. Some possibilities are the use of a private local 

server to store, analyze and send the data of all sensors to the cloud, or even the sensor may provide the data 

already treated using board computation. Mostly the time sends only the specific value, the frequency obtained by 

the Fourie Transformation for example, to the cloud is the best strategy. However, the system developed in this 

work sends the raw data to the cloud. This strategy is adopted to have more possibilities for using ML for damage 

identification and localization.  

The ThingSpeak allows a free account to have 4 channels, each channel may have 8 fields. The paid version 

possible to have more channels. These fields are the local ones where the sensors store data in the Cloud. However, 

it is important to observe that, the server has limitations for the amount of data acceptance of each channel, 

especially for a free account, the free version may send one data request every 15 seconds, and the paid version 

each second. The data request may be a JSON with a data bunker containing a group of values. It is important to 

observe that, when the data request has too many entries the server will take more than 15 seconds to process all 

data. It is important to wait for all the data processing of each channel before sending more information, the excess 

of requests may cause data loss. Because of this limitation, the routine for sending data to the Cloud always 

interrogates the server, Fig. 3, waiting for the ending of data processing. 

The time necessary to finish the data processing of a free account influences in the time necessary to send all 

information to the server. To minimize this problem and to help with the data loss control, the system developed 

in the work uses 1 channel for each sensor installed and 1 channel only for data evaliation (Fig. 4). The number of 

channels can be higer with a paid account, as the ThingSpeak also allows to collect data from different accounts, 

which allows the use of more channels.  
 

 
Fig. 4. ThingSpeak channels. 

 

Fig. 5 shows how works the sensor network, and the communication with the ThingSpeak. The prototypes 

are directly connected to ThingSpeak. It sends the raw data to a specific channel. After all the acceleration data 

had been sent to the cloud, the sensors send the temperature and a trigger command to the Evaluation Channel 

where the Machine Learning algorithm for damage detection will be started. The prototypes aren’t doing 

communication with each other, all of them work independently of each other, which is a problem for the sensor 

synchronization of this system. 

  

 
Fig. 5. Sensors connection with ThingSpeak. 

3.4 Data exploitation 

The ThingSpeak has as default the registering of data at the time of its entrance into the server. When sent a 

data bunker, the information will be clustered together as Fig. 6. (a). Each amount of data represents the values 

registered in each JSON sent to the cloud. This basic data presentation of the ThingSpeak isn’t useful for dynamic 

readings. However, the data may be treated and re-organized online by the platform obtaining the Fig. 6 (b) that is 
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the raw data collect by the ESP32. The ThingSpeak has his own programming environment that allows the user to 

rum all MathLab code online.  

 

 
Fig. 6. Data exploitation 

 

Using the online tool, the system is set to do all the data preparation and analysis. The Receive Data channels 

(Fig. 5) organize all the raw information and do the Fast Fourier Transform (as shown in Fig. 6. (c)) and the result 

is shown to the user. After the trigger is received by the Evaliation Channel, the data is verified by a Machine 

Learning algorithm trained to verify the occurrence of damage. 

The ThingSpeak allows the users to configure their dashboard, making it easy for the final user to make 

visible the important data. Fig. 7 shows an example where is presented 2 fields and 2 graphs automatically created 

by the MathWorks cloud. The Field1 Chart is the raw data received, and Field 8 will be used to show the result of 

the ML algorithm trained to damage identification. The Acceleration X and the Fourier chart show the results of 

the automatic data treatment and analysis made by the routine implemented in the ThingSpeak. 

 

 
Fig. 7. Example of Dashboard available in the ThingSpeak. 

4  Conclusion 

The developed dynamic monitoring strategy maintained the proposal of being a low-cost IoT system. Its 

components can be purchased for amounts that together would cost less than 50 dollars for each prototype. 

Although it has some limitations, the ESP32 has potential for IoT monitoring systems.  One limitation is its 

internal memory which can be compensated with an external memory module such as an SD card as done in this 

article. However, even with the SD card helping to store data, the internal memory of the ESP32 was the limiting 

factor in the amount of data sent in each JSON. 

Regarding the sending and processing of data, the developed routine was sufficient to guarantee the sending 

without the loss of the values. However, the submission process proved to be slow, one of the reasons being the 

speed of the free version of ThingSpeak. However, even with the limitation of the ThingSpeak free version it is 

proved that with the correct strategy, the platform may use for SHM porpoise. 

The MathWorks IoT platform offers the possibility of applying MatLab routines in an online environment, 

enabling the processing of received data. Using ThingSpeak tools, it is possible to automate data analysis and 

generate an iterative dashboard that is easy for the user to operate. Data can be presented on the MathWorks 

platform itself, as well as exported to other platforms. Therefore, for a low-cost IoT solution, as proposed in this 

article, the platform is a valid alternative for SHM, mainly because it has powerful tools even in the free version 

allowing automatic data analysis. 
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