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Abstract. This work explores the transient behavior of different flow velocities and porosities on the 

charging cycle of a thermocline thermal storage system for a concentrated solar power plant filled with 

solid porous material.  In order to accomplish this goal, a transient model describing turbulent flow in a 

hybrid medium (porous/clear) with mixed convection was used. Macroscopic flow equations are 

obtained using the concept of double-decomposition. Discretization of the governing equations was 

performed with the SIMPLE method and the SIP procedure was used to relax the algebraic system of 

equations. Turbulent flow was modelled using the k-ε turbulence. A two-energy equation model was 

employed to assess heat transfer between solid and fluid phases. The analyzed geometry consists of an 

axisymmetrical tank with convection in the exterior, hot air flow entering the system from the top and 

clear regions at the top and bottom of the tank. Transient temperatures and storage and charge 

efficiencies were evaluated for different Da and Re number values. Results indicated that increasing Re 

values improve efficiency up to Re= 3.104 and further increases in Re slightly decreases thermal 

efficiencies. Finally, it was found that decreasing the permeability of the system by either lowering 

porosity or lowering particle diameter was beneficial for the thermal charge efficiency.   

Keywords: Turbulent Flow, Thermal Non-Equilibrium, Porous Media, Ventilated cavity, Transient heat 

transfer 
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1  Introduction 

Energy consumption on the interconnected Brazilian national grid is expected to grow 42% in the 

next 10 years, according to the Empresa de Pesquisa Energética [1] report from 2015. Following national 

and international tendencies it can be anticipated that some of this demand will be supplied by new 

renewable energy generation plants. Efficient renewable energy production systems must be developed 

to accomplish this goal and solar energy is amongst the most promising technology solutions to reduce 

environmental impact and fossil fuel consumption. 

Solar energy generation is divided in two groups, solar photovoltaic (PV) and concentrated solar 

power (CSP). Solar PV directly converts solar energy into electricity using solar cells [2]. CSP systems 

use solar towers, parabolic troughs or Fresnel reflectors to concentrate solar energy and heat up a work 

fluid to high temperatures and then send it to a regular steam power plant [3]. CSP systems can be 

integrated with a thermal energy storage (TES) system and proceed to generate power during nighttime, 

which is an advantage over solar PV systems that still provide a technological challenge for efficient 

energy storage [4]. 

TES in CSP plants is paramount for the feasibility of this technology since it can shift energy 

production to peak demand times and through periods with intermittent cloud cover. Therefore, with the 

addition of a TES system CSP plants can continue to produce power even through periods without direct 

solar radiation [5]. 

This project focuses on the development and application of a model that simulate the thermal 

behavior of a reservoir for thermal energy storage filled with solid permeable material. The model will 

consider a turbulent flow in a hybrid medium (clear/porous), forced convection in a ventilated cavity 

with fluid inlet and outlet and natural convection due to buoyancy. The two-energy equation model will 

be used to evaluate heat transfer between the solid and fluid phases. Dynamic behavior of the system 

will be evaluated through the transient temperature variation. Turbulent flow and heat transfer in porous 

media will be modelled using the macroscopic two-energy equation model [6]. 

Previous work using these models was already published by the research group (LCFT/ITA) on 

turbulent flow in porous media [7] and hybrid media [8], with heat transfer due to forced convection [9] 

and natural convection [10], with extensive documentation in [11]. The present work will unite those 

models and add temporal variation while adding the specific application for TES systems. 

2  Methodology 

2.1 Problem description 

The geometry of the thermocline tank is illustrated in Fig. 1. The tank has a dt diameter of 5.0 m 

and a height H of 10 m, inlet and outlet both have a 0.5m diameter and the tank has a porous media of 

8m in height. The working fluid is air and the solid is a porous ceramic material, whose property values 

are given in Table 1. The tank is axisymmetric with an initial temperature equilibrium of 200ºC and is 

subject to an inflow of hot air (550ºC) through the top port. A boundary condition of external convection 

with 210 /h W m K= −   and 25oT C =  is considered for the tank side wall. 
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Figure 1 Geometry of the system under investigation. 

 

Table 1. Material Properties employed 

Property Unit Value 

ρs [kg/m3] 830 

cps [kJ/kg-K] 2500 

ks [W/m-K] 1.67 

ρf [kg/m3] 0.596 

cpf [kJ/kg-K] 1047 

kf [W/m-K] 0.043 

μf [Ns/m2] 29.3x10-6 

βf [1/K] 1.75x10-3 

 

2.2 Mathematical modeling 

For an incompressible fluid the governing flow and energy equations are given by: 

Continuity equation: 

 0= u  (1) 

Momentum Equation: 
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Energy Equation – Solid Phase 
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where the subscripts s  and f  refer to the solid and fluid phase, respectively, T  is the temperature, 

k  is the thermal conductivity 
pc  is the specific heat and S  is the heat generation term. 

In the work developed in [12]–[14] the idea of double decomposition was introduced and described 

so that macroscopic transport equations which described turbulent flow in porous media could be 

obtained. The concept consists of a simultaneous application of time and volume averaged operators for 

a given property   , the operators are: 
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where fV  is the fluid volume contained in a representative elementary volume (REV) V , 
i

  

is the intrinsic average and 
v

  is the volume average. Also, 
i  is the spatial deviation of the property 

  relative to the intrinsic average 
i

 . 

Double decomposition consists of merging equations (5) and (6), by means of the following: 
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 Thus, the given property   can be represented by either (9) or (10): 

 
 +++=

 iiii

 (9) 
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where the term i
 can be interpreted both as the time fluctuation of the spatial deviation and as 

the spatial deviation of the time fluctuation of the given property  . 

Using the double decomposition concept, the operators in (5) and (6) can be applied, 

simultaneously, in the governing equations (1) and (2) which yields macroscopic equations for turbulent 

flow. Subsequently, a volume integration over a REV is performed to obtain: 

Continuity equation: 

 0= Du  (11) 

where Du  is the average surface velocity, also known as Darcy’s velocity. The Dupuit-

Forchheimer relationship, 
i

D = uu  , is used in equation (11), where ϕ is the porosity of the porous 

medium and   represents the intrinsic average of the local velocity vector u.[15] 

Momentum Equation: 
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where the term )( REF

i

f TTg −−   represents natural convection and uses the intrinsic 

averaged temperature of the fluid. The last two terms of equation (12) represent the total drag forces 

modelled by the Darcy and Forchheimer term. letter K represents medium permeability and Fc  is the 

Forchheimer coefficient.  

The term 
i− uu  is the macroscopic Reynolds stress and can be obtained by: 

  IDuu v i

t
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where 
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represents the macroscopic deformation tensor, I is the unit tensor and 


 t  is the turbulent 

viscosity, which is modelled as: 
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where c  is a non-dimensional empirical constant. Hence, 
ik  and 

i  must be obtained through 

the transport equations in order to get 


 t .  

The macroscopic turbulent kinetic energy equation is: 
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where 
i uu  is defined by equation (13) and 

k  is a non-dimensional empirical constant. The 
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The macroscopic turbulent kinetic energy dissipation equation is: 
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where  , 1c , 2c  and 3c  are non-dimensional empirical constants 

Using the time and volume average operators, described beforehand in equations (5) and (6), the 

macroscopic energy equations for the solid and fluid phase are obtained. After performing a volume 

integration over a REV the resulting equations are: 

For the fluid phase 
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And for the solid phase: 
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where iA  is the interfacial area inside the REV and in  is the unit vector normal to the fluid-solid 

interface, pointing from the fluid to the solid phase. The intrinsic average temperatures of the solid and 

fluid phase, 
i

sT  and 
i

fT , need to be modelled to utilize equations (18) and (19).  

For equation (18), the term 
i

f

ii Tu  represents the thermal dispersion, i

f

i
T u  represents 

turbulent heat flow and 
i

f

ii T u  turbulent thermal dispersion. These terms can be modelled using the 

following equations: 

Thermal dispersion: 
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Turbulent heat flow 
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Turbulent thermal dispersion: 
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where 
disp

K  
t

K ,   and 
tdisp,

K  are, respectively, the thermal dispersion tensor, turbulent heat flow 

tensor and turbulent thermal dispersion tensor. 

For both (18) and (19) equations the two terms on the right-hand side represent conduction and 

interfacial heat transfer, respectively. The conduction terms can be expressed by the following 

relationship: 
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where 
sf ,

K  and fs ,K  are the local conduction tensors between fluid and solid.  

The tensors 
disp

K , 
t

K , 
tdisp,

K , 
sf ,

K  and fs ,K  are denominated thermal conductivity tensors and 

can be associated by means of an effective thermal conductivity tensor for both the fluid ( feff ,K ) and 

the solid phase ( seff ,K ), as: 

 ttdispdispsfffeff k KKKKIK ++++= ,,, ][  (24) 

 fssseff k ,, ])1[( KIK +−=   (25) 

where I is the unity tensor. 

Interfacial heat transfer is represented by the last term on the right-hand side of equations (18) and 

(19) and can be modelled through a film coefficient ih  so that: 
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where VAa ii = /  is the superficial area per unit volume. 

Finally, merging the terms in the macroscopic energy equations (fluid phase (18) and solid phase 

(19)) with equations (20), (21), (22), (23), (24), (25) and (26), an energy balance for each phase is 

obtained as: 
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2.3 Numerical Method 

Finite volume method [16] with a collocated grid will be used for the discretization of the equations. 

SIMPLE algorithm will be used to correct the pressure field (to avoid issues with pressure field 

oscillations the velocities are obtained by individual interpolation, using discretized momentum 

equations on the nodes and the pressure differences across the faces are evaluated as in staggered grids). 

A hybrid interpolation scheme (Upwind (UDS) and central differences (CDS)) will be used for the 

convective terms. The implicit method will be used to evaluate the transient behavior of the system, with 

the equations being solved for both the present state t  and the following state tt + . 

2.4 Evaluated parameters 

Several parameters are used to evaluate different aspects of the system’s behavior. An average 

Nusselt number was calculated along the side wall of the tank. Since a Two-Energy Equation model is 

used in the model the local Nusselt number is given by, 
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k T T

+
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where 𝑞𝑓 and 𝑞𝑠 are the heat fluxes for each of the phases. 

The local 𝑁𝑢𝑦 can then be integrated over the tank wall length 𝐻, yielding an average 𝑁𝑢𝑤 number. 
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Darcy number is evaluated using the permeability K and the height of the cavity H as: 
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where the permeability is found using Ergun’s equation with the particle diameter dp: and the 

porosity  , as: 
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The efficiency in which the system stores energy (𝜂𝑠𝑡) can be evaluated as: 
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Physically, Eq. (33) is the ratio between the energy that is stored by the solid phase (𝐸𝑆𝑡) and the 

energy that enters the system (𝐸𝑖𝑛) at each instant in time 𝑡∗. 
Furthermore, the total charge efficiency (𝜂𝑐ℎ𝑔) can be taken as 
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Here, eq. (36) is the ratio between the total stored energy in the solid phase (ESt) and the maximum 

theoretical energy that can be stored by the solid (EMax). 

3  Results and Discussion 

3.1 Grid size independency 

Eight grids varying from 3000 to 23980 elements were used to assess the solution’s independence 

relative to the size of the grid. Values for Nuw and ESt were compared for these grids and it was found 

that after 19800 elements further grid refinement did not influence the result. However, the grid of choice 

for the cases in this work had 12640 elements (79x160), since it diminished significantly the 

computational cost while its results were negligibly different (Nuw varying 0.2% and ESt 0.1%) than 

more refined grids. The convergence criterion for all variables was set to 10-4.  

3.2 Model Validation 

Validation of the thermal behavior of the solution was performed using the measurements taken in 

[17], where a thermal storage tank with a packed pebble bed was heated up using heat transfer oil. Figure 

2a illustrates the comparison between simulated and experimental temperatures along the tank during 

the charge. Each of the curves represent the transient temperature at a given depth of the tank. Despite 

simulation results yielding values close to those of the experiment there is a small difference in some 

curves. The difference is probably due to the changing properties in the experiment with respect to 

temperature while the numerical model uses an average value, particularly concerning the change in 

viscosity for the heat transfer oil used. To show that, Figure 2b presents the variation of viscosity with 

regards to temperature in the experiment and the value used in the model. 

 
(a) 

 
(b) 

Figure 2. Thermal behavior validation: (a) Comparison between transient temperature at different tank 

depths obtained experimentally [17] and those from present simulations. (b) Variation of viscosity 

with temperature from the heat exchange oil used in the experimental work and averaged viscosity 

used in the simulations. 
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3.3 Transient temperatures 

The use of the thermal non-equilibrium model has the benefit of providing independent 

temperatures for solid and fluid phases throughout the charging cycle. Figure 3a portrays the two-

dimensional temperature maps for the temperature distribution of the fluid in the tank whereas Figure 

3b shows the temperature distribution for the solid phase. Hydrodynamic properties for the calculations 

in the figure where Re=30000, dp=1.10-1 m and ϕ=0.8. Due to the outside convection boundary condition 

(see Fig. 1), a thin temperature boundary layer forms close to the internal tank wall. From these plots, 

the difference between the evolution in time of the temperatures in the solid and fluid phases can be 

seen. 
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a)  

b)  

Figure 3. Two-dimensional temperature maps for 𝑑𝑝 = 1. 10−1𝑚 and 𝜙 = 0.80: (a) Fluid 

temperature, Tf ; (b) Solid temperature, Ts. 

This difference is diminished when the particle diameter is changed to dp=1.10-3 m as illustrated by 

Figure 4, where not only the temperatures are closer to each other for both phases but the total heating 
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of the solid phase occurs much sooner, at t=9h. By reducing 
pd , the interstitial heat transfer area 

increases for the same porosity, enhancing heat exchange between phases. 

a)  

b)  

Figure 4. Two-dimensional temperature maps for 𝑑𝑝 = 1. 10−3𝑚 and 𝜙 = 0.80: (a) Fluid 

temperature, Tf ; (b) Solid temperature, Ts. 
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Figure 5a shows the transient solid and fluid temperatures at the mid-height of the tank for three 

different porosities, namely, 0.8, 0.85 and 0.9. Difference in porosities do not affect substantially the 

differences between solid and fluid temperatures. However, lower porosities imply in more material 

causing fluid temperatures to rise slower. By that, the fluid phase loses more momentum causing its 

temperature to rise later during the charge. 

Opposingly, changes in particle diameter substantially affect heat transfer between both phases. 

Figure 5b shows the transient solid and fluid temperatures at the mid-point of the tank for particle 

diameters of dp=1.10-1 m, 1.10-2 m and 1.10-3 m. From the figure, smaller particles effect smaller 

differences in temperature amongst the two phases. This result is due to the increase in the heat exchange 

area between phases with decreasing radius. It is also notable that, with larger particles, the fluid phase 

has a higher temperature in the first time steps of the charge due to eased fluid flow through the porous 

medium. 

a) b) 

Figure 5. Transient fluid and solid temperatures at the tank mid-height (r=0, z=H/2) for Re=1.104: (a) 

varying porosities, ϕ; (b) varying particle diameters, dp. 

3.4 Efficiencies,    

To evaluate the charge, the efficiency in which the porous matrix stores heat (ηst) was plotted 

alongside the percentage of the theoretical total energy that can be stored in the tank by the porous 

material (ηchg). Equations for ηst and ηchg were defined in eq. (33) and (36), respectively. Figure 6 

portrays the efficiencies for different porosities and Re values for Re=1.104 and Re=6.104. Lower 

porosities translate into a slower charge due to the increased amount of solid material, but the storage 

efficiency is higher than that of higher porosities. Higher porosities present a less efficient absorption of 

the inlet thermal energy due to decreased contact between the solid and fluid phases and hence decreased 

heat exchange. Not unexpectedly, decreasing Re values effect significant increases in charging time, but 

also translate into smoother drops in storage efficiency due to hot fluid leaving the tank more slowly. 
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a) b) 

Figure 6. Charge and storage efficiencies during the charge with different porosities, for: a)Re=1.104 

b)Re=6.104 

The efficiencies were also examined for different particle diameters in Figure 7. As before, smaller 

particle diameters perform better due to the increased heat exchange between the solid and fluid phases 

making it so that less hot fluid leaves the tank without giving out heat. The diminished heat exchange 

for bigger particles translate into slower charges with lower storage efficiencies. However, the variance 

between particles with dp=1.10-2 m and dp=1.10-3 m is very small, implying that the enhancement in the 

heat storage efficiency is already close to the maximum at dp=1.10-2 m and from there is a significant 

decrease when dp=1.10-1 m. 

a) b) 

Figure 7 Charge and storage efficiencies during the charge with different particle diameters, for: 

a)Re=1.104 b)Re=6.104 

However, it is diifficult to compare the efficiency between the cases with different Re values if 

different hydrodynamic properties are considered. Nonetheless, in Fig. 9 and Fig. 10, the storage 

efficiency curves eventually cross the charging efficiency curves and this intersection represent the point 

in which the system has been charged a certain amount at a minimum storage efficiency of the same 

amount, for example if the curves intersect at 0.7 it follows that the system reached a 70% charge with 

at least 70% of storage efficiency. Here, this value is called thermal charge efficiency or ηth and is 

defined when ηst is equal to ηchg at a point in time t* in Fig. 9 and Fig. 10, as: 

 
* *( ) ( )th st chgt t  = =  (38) 
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 Figure. 8 represents the value of ηth for all cases simulated. However, instead of using the values 

of particle diameter and porosity the efficiency is evaluated for different values of Re with respect to the 

Darcy number obtained by eqs. (31) and (32). Here, the decrease in the value of Da seem to effect an 

improvement in the thermal charge efficiency of the system for almost all of the cases. Since, the 

characteristic length is the same for all cases, lower Darcy numbers mean translate into lower 

permeabilities. Therefore, reducing the permeability of the system has a positive effect on the thermal 

charge efficiency for most of the cases herein. For Reynolds numbers, the thermal charge efficiency 

generally increases from 1.104 to 3.104 and then decreases with further increasing of Re numbers. 

The highest ηth efficiency was achieved by the case with 0.8 porosity, with dp=1.10-3 m (translating 

to a value of Da=1.10-9) and Re=30000, this case charged 77,5% of the total heat capacity of the solid 

filler with at least 77,5% of storage efficiency. 

 
Figure 8. Overall thermal charge efficiencies ηth for different Re and Da numbers. 

4  Conclusions 

This study used a numerical model to examine the effect of the hydrodynamic properties of porosity 

and particle diameter on the charging cycle of a thermocline thermal energy storage tank.  

A transient macroscopic two-energy equation model with k-ε turbulent flow model over a hybrid 

medium (porous and clear medium) was used to simulate hot air flow through a porous solid material. 

Using this model, it was possible to evaluate the thermal behavior throughout a charging cycle of a tank 

for porosities of 0.8, 0.85 and 0.9 and particle diameters of  dp=1.10-1 m , dp=1.10-2 m and dp=1.10-3 m 

for Reynolds values from Re=1.104 to Re=6.104 . 

To observe the thermal behavior, transient temperatures were studied together with the storage and 

charge efficiencies. It was concluded that lower porosities are more efficient in storing heat. 

Additionally, smaller particle diameters allowed for more efficient heat exchange. 

Finally, using the efficiency curves it was possible to define a thermal charge efficiency that 

provides an overall comparison between all the cases. This comparison corroborated the previous trends, 

showing that the most efficient charges were the ones with lower porosity and particle diameters which 

translates into lower values of Da. In addition, this implies that lower permeabilities are preferable for 

the range of TES systems here investigated. Moreover, increasing Re values increase the thermal charge 

efficiency up to a point and from then on, the results are of a slight diminishing in thermal charging 

efficiency with increasing Re. 
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