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Abstract. In remote sensing field, the use of satellite images to detect small objects becomes impractical 

due to the low spatial resolution of such images. With the use of unmanned aerial vehicles (UAVs), 

popularly known as drones, it is possible to acquire aerial images with high spatial and temporal 

resolutions that allow the detection of small objects on the earth's surface and the perception of changes 

in a certain region in a short period of time. However, the detection of certain objects in the images 

acquired by UAVs has been a great challenge due to the amount of details present in these images, 

especially those acquired in urban areas. This work investigates the automatic detection of objects and 

scenarios in aerial images acquired by UAVs. The proposed approach aims to detect target objects 

(typical containers for water storage) and scenarios suspected to be possible breeding sites of the Aedes 

aegypti mosquito. For the detection of the objects and scenarios, two convolutional neural network 

(CNN) architectures from the YOLOv3 framework were employed. In the experiments conducted, we 

considered 142 images acquired in peripheral regions of the city of São Paulo/Brazil containing water 

tanks; 25 images of real scenarios, obtained by Google image search, containing garbage and old tires 

and 35 images containing scenarios simulating the main mosquito breeding sites (old tires, gutters, 

among others). In the experiments performed, in which the proposed approach was evaluated using the 

mean average precision (mAP), the rates of 0.95 and 0.97, respectively, were obtained for the detection 

of objects and scenarios, indicating that the proposed approach is a good alternative to solve the 

investigated problem. 
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1  Introduction 

In remote sensing area, the use of satellite images to detect small objects becomes impractical due 

to the low spatial resolution of such images. With the use of unmanned aerial vehicles (UAVs), popularly 

known as drones, it is possible to acquire aerial images with high spatial and temporal resolutions that 

allow the detection of small objects on the earth's surface and the perception of changes in a certain 

region in a short period of time. However, the detection of objects in the images acquired by UAVs has 

been a great challenge due to the amount of details present in these images, especially those acquired in 

urban areas. 

Regarding the detection of objects in images acquired by UAVs, Xu et al. [1] proposed a framework 

for detecting cars using a Convolutional Neural Network (CNN), called Faster R-CNN (Region 

Convolutional Neural Network), in low altitude images, which were acquired at signaled junctions. 

Ammour et al. [2] also developed an approach to car detection and counting using a CNN combined 

with the Support Vector Machine (SVM) classifier. In order to support search and rescue operations in 

regions with avalanche risk, Bejiga et al. [3] developed an approach to extract descriptors of debris 

images from these regions and to detect objects of interest such as skis or possible victims using CNN 

and SVM classifiers. 

The algorithms used for the detection of objects in the aforementioned works are based on the 

concept of Early Deep Learning. Among them, we highlight the R-CNN and Faster R-CNN, which 

employ a method called Selective Search, which aims to reduce the number of bounding boxes that the 

algorithm have to test by hierarchical grouping, from similar regions of the image, based on the 

compatibility of color, texture, size and shape. Even with such reduction, the operations performed to 

classify the objects using these approaches are very computationally expensive. 

YOLO is a framework composed of CNNs specially designed for object detection. The "YOLO - 

You Only Look Once", proposed by Redmon et al. [4], has this denomination because it refers to the 

fact that the CNNs implemented in the framework process the entire image only once at the same time, 

generating the predictions of the objects. Recently, Redmon [5] developed a new version of YOLO, 

called YOLOv3, whose architectures of the CNNs make up the framework capable to recognize 80 

different objects in images and videos, in real time. YOLOv3 outperformed popular and robust methods 

such as Faster R-CNN with RestNet developed by He et al. [6] and the SSD (Single Shot Multibox 

Detector) proposed by Liu et al. [7], presenting competitive results and being faster.  

Yi et al. [8] developed an approach for pedestrian detection using the tiny-YOLOv3 (reduced 

version with 9 layers), in conjunction with the k-means algorithm to filter out the best features of the 

training set. Benjdira et al. [9] conducted a study comparing the results obtained by Faster R-CNN and 

YOLOv3 in detection of cars using UAVs and showed that YOLOv3 is better than Faster R-CNN. Tian 

et al. [10] developed an approach using YOLOv3 for the real-time detection of apples in orchards in 

order to evaluate the growth phases of apples and to estimate the yield. In the experiments conducted 

they have shown that the proposed YOLOv3-dense (modified version) model is superior to the original 

YOLO-v3 model and to the R-CNN. 

Regarding the detection objects and scenarios suspected to be potential breeding sites of the Aedes 

aegypti mosquito, although there are many initiatives using UAVs, usually the captured images are 

analyzed manually (visually), as in the works of Passos et al. [11] and Diniz and Medeiros [12]. The 

few works found in the literature addressing the automatic analysis are still incomplete, considering only 

the presence of suspect scenarios in the images, without spatial localization (Agrawal et al. [13]; Fornace 

et al. [14] and Mehra et al. [15]).  

Is in this context that this work is inserted, with the proposal of using two architectures of CNNs 

belonging to the YOLOv3 framework for the detection of target objects (water tanks) and scenarios 

(exposed garbage, gutters, combination of old tires and other objects) in urban aerial imagery acquired 

by UAVs. It should be emphasized that this task is important because it can be part of an approach for 

the identification of potential breeding sites of the Aedes aegypti mosquito in places with difficult access 

by residents and health agents, such as slabs and roofs. The main contribution of this paper lies in the 

fact that the detection of specific objects, such as water tanks, is not treated in any of the approaches for 

the automatic detection of objects suspected of being possible breeding sites of Aedes aegypti mosquito. 
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Finally, it is important to mention that the images used in the experiments conducted in the works of 

Agrawal et al. [13] and Mehra et al. [15] were not made available, making impossible a fair comparison 

with our approach. However, one can observe that the accuracies of 80% and 92% obtained in [13] and 

[14], respectively, are lower than the rates obtained in this work. 

2  Materials and Methods 

To conduct the experiments presented in this work, 3 datasets (DS) of images named DS1, DS2 

and DS3 were composed.  To make up the DS1, the acquisitions of the images were made by using a 

DJI Phantom 3 professional drone equipped with a Sony EXMOR 12.4 MP RGB camera. The flight 

was carried out 50 meters from the ground, with a spatial resolution of 2.2 cm. A total of 142 images 

with size of 4000×3000 pixels were acquired in peripheral regions of the city of São Paulo/Brazil 

(Guaianases and Ferraz de Vasconcelos). The images from this dataset contain the main target objects, 

more specifically water tanks, which may be covered or uncovered. 

To compose the DS2, 35 images with size of 4000×3000 pixels and spatial resolution of 2.2 cm 

were acquired, using a DJI Phantom 4 advanced drone equipped with a RGB DJI camera, in a farm 

located at the city of Mairiporã/Brazil. These images were acquired at 1, 2, 5 and 7 meters away from 

the scenarios simulated on the ground considering a gutter, old tires and six containers containing 

different amounts of water in several conditions: clean water, dirty water and silty water.  

Finally, the DS3 consists of 25 images that were obtained from Google image search, with real 

scenarios containing garbage and old tires in the same image. 

For the detection of water tanks, defined as target objects and that have various models and colors, 

a YOLOv3 framework CNN architecture with 106 layers was used. For the scenario detection task, we 

employed a more compact version of CNN containing 9 layers, called tiny-YOLOv3. 

The approach proposed in this work was developed in C++ language using OpenCV and Darknet 

libraries. The computational experiments were conducted on PC Intel Core i7 with 2.5GHz and 16 GB 

of RAM.  

3  Proposed Approach 

The proposed approach is composed by 2 steps: detection of target objects and detection of 

scenarios, which are described in detail in sections 3.1 and 3.2.  

 

3.1 Detection of target objects 

In this step, the detection of the water tanks is performed employing a CNN architecture of the 

YOLOv3 framework [5]. The working of this step, called CNN_WaterTanks, is illustrated in Figure 1. 

The architecture of CNN_WaterTanks is composed by 106 layers, from which 75 are convolutional 

layers and 28 are upsampling layers and residual block layers. The layers 82, 94 and 106 was adjusted 

for detection objects on 3 different scales.  

It is important to mention that the characteristics of the water tanks depend on the model and the 

year they were manufactured. In addition, the raw material used for the manufacture of old tanks 

(asbestos fiber cement) differs a lot from the most current tanks (plastic polyethylene). From the 

observation of the images and the previous knowledge about the different types of water tanks in urban 

areas in Brazil, they were subdivided into 7 distinct classes: wtank_type1 (0), wtank_type2 (1), 

wtank_type3 (2), wtank_type4 (3), wtank_type5 (4) , wtank_type6 (5) and wtank_type7 (6). This 

division is necessary because each type of tank has specific characteristics (color, shape and cover 

pattern) that differentiate them from each other.  
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Figure 1. CNN architecture used to detect target objects (CNN_WaterTanks) 

 

The training dataset was composed by 690 sub-images (with several dimensions) manually 

extracted from 100 images belonging to the DS1, being the remaining images used in the performance 

evaluation of the CNN_WaterTanks. In other words, we divided the images from DS1 into two parts: 

70% for training and 30% for test. This division was chosen because a 70-30 ratio is often used in the 

literature for classification tasks. It is important to point out that the data augmentation was applied to 

increase the quantity of samples. Thus, at each iteration during the training of the model the number 

samples is increased automatically by applying different transformations such as zooming, rotation, 

flipping, noise addition, etc. 

 

3.2 Detection of scenarios  

For detection of the scenarios, the tiny-YOLOv3 architecture was used. It is illustrated in Figure 2 

and referred here as CNN_Scenarios. The following classes were defined for training it: tire (0), gutter 

(1), garbage (2) and container (3).  

The training dataset was composed of 500 sub-images (with several dimensions) manually 

extracted from 25 images belonging to DS2 and 15 images from the DS3, which represent approximately 

70% of the images from both sets for training. The remaining images of DS2 and DS3 were used in the 

performance evaluation of CNN_Scenarios.  

It is important to highlight that, as in the case previous step the data augmentation scheme was 

employed to increase the quantity of samples during the training. 
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Figure 2. CNN architecture used to detect scenarios (CNN_Scenarios) 

4  Experimental Results and Discussions 

For CNN_WaterTanks, the following configuration parameters were adopted for the YOLOv3 

architecture: number of batches = 64; number of subdivisions = 32; maximum quantity of batches = 

14000. The parameter selected to stop training is based on lack of improvement in "validation loss", 

which is activated if the model runs more than five times without decreasing the loss. These parameters 

were adopted as suggested in Redmon [5]. After 120 hours of training, totaling 5065 iterations, the value 

of the validation loss was 0.36, which did not decrease during several iterations, proving to be enough. 

To evaluate the accuracy of detection of the water tanks, 42 images were submitted to classification 

task, which spent 21 seconds. From the total of 152 Ground-truth bounding boxes, 140 were correctly 

classified.  

In the Figure 3b it is possible to see that all the water tanks were detected correctly (cases of True 

Positive − TP).  

We counted 19 cases of False Positive (FP) and 12 cases of False Negatives (FN). In Figure 3d it 

is possible to identify a case of FP, which is highlighted with a red circle and three cases of FN (Figure 

3f), which are highlighted with white circles. The mentioned case of FP occurred probably because the 

detected object resembles the circular shape and the colors of some types of water tanks. Based on the 

results of the detection of the water tanks, it was possible to calculate the Recall (0.88) and Precision 

(0.92) metrics. 

For CNN_Scenarios, the following configuration parameters (suggested in Redmon [5]) were 

adopted: number of batches = 64; number of subdivisions = 32; maximum quantity of batches = 8000. 

These parameters were adopted as suggested in Redmon [11]. After 48 hours of training, totaling 7995 

iterations, the value of the validation loss was 0.84, which did not decrease during several iterations, 

proving to be enough.  

To evaluate the accuracy of detection of scenarios 20 images were submitted to the 

CNN_Scenarios, which made all detections in 6 seconds. From the 398 bounding boxes defined as 

Ground-truth, 391 were correctly detected. In the Figure 4b it is possible to observe that all scenarios 

were detected correctly (TP).  

We identified 7 cases of FN and 9 cases of  FP. In Figure 4d it is possible to identify a case of FP, 

which is highlighted with a red circle and one case of FN (Figure 4f), which is highlighted with white 

circle. In this task both Recall and Precision were 0.98. 
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          Figure 3. Some results obtained in the task of water tanks detection using CNN_WaterTanks 
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Figure 4. Some results obtained in the task of scenarios detection using CNN_Scenarios 

 

For the 42 images classified by CNN_WaterTanks and 20 classified by CNN_Scenarios, the 

values of 0.95 and 0.97, respectively, were obtained for the mAP-50 (mean Average Precision), 

considering the AP of each class, which are presented in Table 1. 
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Table 1. Average Precision in the detection of objects and scenarios 

 Class AP (Average Precision) 

C
N

N
_

W
a

te
rT

a
n

k
s 

wtank_type1 0.97 

wtank_type2 0.98 

wtank_type3 0.88 

wtank_type4 1.00 

wtank_type5 0.90 

wtank_type6 0.89 

wtank_type7 1.00 

mAP-50 0.95 

C
N

N
_
S

ce
n

a
ri

o
s 

tire 0.90 

gutter 0.98 

garbage 1.00 

container 1.00 

mAP-50 0.97 

 
 

As one can see in Table 1 the performance of YOLOv3 was excellent in detection of objects and 

scenarios. Its worst performance (0.88) occurred in the detection of wtank_type3, probably due to the 

low occurrence of this type of water tank in the images, which may have impaired learning of the 

employed CNN. On the other hand, even in situations where water tanks were too close to each other, 

CNN_WaterTanks was able to detect them individually in most cases. The worst performance of 

CNN_Scenarios (0.90) occurred in the detection of some tires. One explanation for this is that in the 

images extracted from Google the tires, in most cases, are mixed with other objects that may hide some 

part of them, as the case marked by a red circle in Figure 4d. 

5  Conclusion 

Detection of small objects in images acquired by UAVs is a challenging task, mainly because of 

high level of detail. Thus, adequate automatic methods of analysis are required. The results presented 

for detection of the water tanks (mAP-50=0.95) and scenarios (mAP-50=0.97) indicate that the use of 

YOLOv3 framework is a good alternative for solving these tasks, especially if we consider the speed 

and precision provided by these CNNs architectures. The approach presented in this work could be 

employed, for example, for tracking and combating potential breeding sites of the Aedes aegypti 

mosquito in hard to reach places in urban regions. In future works we intend to extend the database used 

for training including images containing more objects and scenarios and considering noisy, different 

illumination, containing partial occlusion and shadows. In addition, we intend to develop an approach 

to identify objects and scenarios containing stagnant water, in order to increase the applicability of the 

developed approach. 
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