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Abstract. The engineering properties of concrete made structures depend on various parameters such as 
the properties of the mixture of concrete, including its nonhomogeneous nature. A clear understanding of 
such complex behavior is needed to use these materials successfully in various engineered structures. 
Recently, the advancement of machine learning techniques has managed to propose different optimum 
solutions to general engineering applications. This study aims to predict concrete compression strength by 
employing methods such as Decision Trees (DTR) and Random Forests (RFR) using the database available 
in Yeh [1]. The model used in this study considers the effect of eight contributory factors, i.e., cement, blast 
furnace slag, fly ash, water, superplasticizer, coarse aggregate, fine aggregate and age to predict the concrete 
compressive strength. Computational methods like DTR and RFR are used to develop a predictive model. 
A tuning method called GridsearchCV is also used to automate the process of adjusting the algorithms. The 
study also compared the performance of the algorithms concerning their predicting abilities. The divergence 
of the root means square error (RMSE) and R² between the output and target values of the test set was 
monitored and used to establish a better solution. 
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1  Introduction 

The compressive strength of concrete is still one of the most widely used parameters in structural 
engineering for the design of reinforced concrete structures. The performance of concrete, when defined 
empirically, can be affected by nonlinear factors when using the concrete compression test as a destructive 
procedure on concrete specimens. However, this activity involves time, planning and financial resources 
because the commonly used compressive strength factor is obtained on the 28th day.  Moreover, concrete 
is heterogeneous and does not follow the premises idealized for homogeneous materials when it is subjected 
to stresses and strains, presenting different results when it comes to tensile and compressive strength [2]. 

Structural engineering has been a field of significant development through the implementation and 
testing of new computational models, predicting the different properties of concrete mixtures. In behavioral 
models, pattern recognition is constructive, and computational intelligence methods can be used. Bio-
inspired models can also be an excellent aid for designing structures for civil engineering applications [3]–
[6].  

This paper focuses on using computational intelligence to analyze and develop a prediction model for 
concrete compressive strength using computational methods, emphasizing accuracy and efficiency, and the 
potential to deal with experimental data. This study aims to contribute to a new model to determine the 
compressive strength of concrete using models such as Decision Trees (DTR) and Random Forest (RFR). 
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2  Database 

The chosen database was made available in the article written by Yeh [1]. The programming language 
used to implement the technique shown in this paper was Python and Scikit-learn library was also used in 
this work. 

The database visualization and pre-processing are sought to obtain a better understanding of the 
dataset to be studied. The first one intends to visualize correlations between inputs and outputs to achieve 
this goal. In this project, the following methods were used for better visualization of the database: 

Histograms: the purpose of using histograms is to estimate whether the database has a normal distribution 
or biased to the left or right. The figures obtained can improve the visualization and analyses of the 
resources more effectively [7]. 

Density plots: Density plots are variables that provide an idea of each feature distribution in the dataset. 
With these plots, one can see a smooth distribution curve drawn over the top of each histogram. 

Box plots: Box plots are another effective way to summarize the distribution of each available resource in 
the dataset. These boxes are useful because they indicate the median value and the first and last quartile of 
the used data. 

In addition to the above, the dataset needs to be pre-processed before its application to improve 
computational models [8]. The pre-processing method used is described as follows: 

Feature scaling: This method involves transforming all characteristics on a standard scale [9], [10]. 
Usually, resources are transformed within a range between 0 and 1. The scale is necessary to construct a 
machine learning model. 

To obtain better results, the database is usually split into training and testing data. Thus, the algorithm 
is trained with a volume of data that is validated in the test set. This is done to guarantee that the result 
obtained is not biased and only learns from similar data used for training. The dataset is reorganized with 
re-sampling. The primary re-sampling forms are presented in the following: 

Cross-validation: There are several types of cross-validation. However, the most common is the k-fold 
method. In this method, several samples k are created, each sample being set aside while the model trains 
with the remainder. The process repeats until it is possible to determine the “quality” of each observation 
[11]–[13]. The most common values for the number of samples are between 5 and 10. 

GridsearchCV: It is the tuning process that uses hyper-parametrization to determine the optimal values 
for a given model. GridsearchCV performs an exhaustive search on the specified parameters. This method 
is computationally expensive but produces excellent results [14], [15]. 

3  Analytical methods 

To predict the compressive strength of concrete, a suitable machine learning method that best suits 
the dataset is selected. Decision trees (DTR) and Random Forests (RFR) were chosen due to their power of 
decision and their regular use in linear regression tasks [16], [17]. 

Decision trees are easy to use without many pre-processing strategies. These trees divide the decision 
boundaries into rectangles parallel to the axis. The idea is to build a collection of trees with a controlled 
variation [18]. On the other side, the Random Forest is a technique that can perform regression and 
classification tasks using multiple Decision Trees and bootstrap aggregation, commonly known as bagging. 
This technique involves combining multiple Decision Trees to determine the final output by relying on 
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individual Decision Trees. The biggest problem with Decision Trees is that they tend to over-fit training 
data. Error pruning is the most common technique for avoiding this type of problem [19]. 

The DTR and RFR parameters were defined with the help of GridsearchCV, where the numbers of 
estimators and the maximum characteristics are the parameters to be adjusted. In most situations, as the 
number of estimators increases, the models used tends to be optimized. The maximum characteristics 
parameter analyzes the maximum characteristics to be considered in each division. 

To evaluate the error obtained the root mean squared error, as in Eq. (1) below 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 = ඩ
1

𝑁
෍(𝑦௜ − 𝑦ො)ଶ
ே

௜ୀଵ

 

(1) 

is commonly used, where 𝑦ො is the predicted value of y and y is the average value of y. 

4  Analysis and results 

This work required the acquisition of reliable experimental data to determine the compressive strength 
of concrete through computational intelligence. The database chosen was obtained from studies by Yeh [1]. 
This database presents 1030 experimental stress versus compression tests. Eight input parameters and one 
output parameter were used. The input parameters are cement, blast furnace slag, fly ash, water, 
superplasticizer, coarse aggregate, fine aggregate and the age of the specimen. The output parameter is the 
compressive strength of concrete (𝑓௖). The database used present the maximums and minimums of input 
and output components, as shown in Table 1. 

Table 1: Inputs and outputs: Maximum and Minimum 

Model attributes 
Values 
(Maximum) (Minimum) 

Cement (kg/m³) 540 102 
Blast furnace slag (kg/m³) 359.4 0 
Fly ash (kg/m³) 200.1 0 
Water (kg/m³) 247 121.8 
Superplasticizer (kg/m³) 32.2 0 
Coarse aggregate (kg/m³) 1145 801 
Fine aggregate (kg/m³) 992.6 594 
Age (days) 365 1 
Concrete compressive strength (MPa) 82.6 2.33 

 

It can be seen that the database provided by Yeh [1] is quite consolidated and has a proper distribution 
for input and output variables. 

The visualization of histograms, density boxes and box plots obtained from the database used is 
provided. As stated earlier, this visualization aims to give a better idea of which method is more appropriate 
to obtain the result. Figure 1shows the histograms and density plots of the data used in the model. The 
variables have an almost normal distribution. Thus, it is possible to see that the efficiency of learning 
algorithms can be facilitated. 

To build up the used predictive models, the collected experimental data was split into two parts: the 
training set and the testing set. The results presented in this paper used 85% of the data (875 samples) for 
training the computer models; the remaining 15% of the data (155 samples) were used for testing. It is 
worth emphasizing that cross-validation with 10-fold was used to select the best parameters for each 
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method, so there was not necessary to use the data validation set. Table 2 present the range of parameters 
used in the GridsearchCV and the best parameters used in the experiments for the Decision Trees and 
Random Forest algorithms. 

 
Figure 1: Histograms and density plots 

Table 2: Range of parameters and best parameters used in the experiments 
 Decision Trees Randon Forest 
Parameter Range Settings Range Setting 
Maximum depth 1-3 3 4-10 10 
Maximum of leaf nodes 100-200 100 100-120 120 
Minimum number of samples required to split 2-30 10 7-9 7 
Number of trees in the forest - - 400-500 500 

Figure 2 shows the original and predicted values for the Decision Tree method. The model used 
presents a good result with R² equal to 0.88 and the RMSE equal to 6.14 MPa. 

 
Figure 2: Original versus expected results for DTR 
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Figure 3 shows the original and predicted values for the Random Forest method. The model used 
presents an excellent result with R² equal to 0.90 and RMSE equal to 5.60 MPa. 

 
Figure 3: Original versus expected results for RFR 

Figure 4 shows the scatter of predicted and original values of concrete compressive strength test data 
for both proposed models. 

  
Figure 1: Scatter of predicted and experimental values of concrete compressive strength 

 
The summaries of the performance values obtained for the training set are summarized in Table 3. 

The table presents the R², the RMSE and the runtime for the methods used. 

Table 3: Comparison of obtained results 

 R² 
RMSE 
(MPa) 

Execution time 
(seconds) 

Decision Tree 0.89 6.14 4.504 
Random forest 0.90 5.60 5.506 

 
The results for the testing set parameters results are also compared to some previous studies using 

Random Forest, SVM and ANN algorithms with Yeh’s dataset, as shown in Table 4. 

5  Conclusions 

This work aimed to present the study of computational intelligence applied to define the concrete 
compressive strength from a database obtained in the studies of Yeh [1]. Two computational methods of 
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machine learning were used: Decision Tree and Random Forest. Data pre-processing and data visualization 
methods were also used to improve the results. The obtained results show that Random Forest was the best 
method with a better performance of the used methods. 

The computational intelligence models used are reliable to solve different complex problems, such as 
prediction problems. These models can be used to solve a specific problem when a deviation in available 
data is expected and accepted and, also, when a defined methodology is not available. Therefore, to predict 
the properties of concrete with high reliability, instead of using expensive experimental investigation, 
conventional models can be replaced by computational intelligence models. 

Computational intelligence models can predict the concrete compressive strength specimens, as 
shown in this study. The prediction of mean percent error values for these simulations shows a high degree 
of consistency with compressive strength and is experimentally evaluated from the concrete specimens 
used. Thus, the present study suggests an alternative approach to evaluate compressive strength against 
destructive testing methods. 

Table 4: Comparison with the results for the same dataset in previous studies 
Research Algorithm R² RMSE (MPa) 

Chou et al. [20] 
ANN 0.88 - 
SVM 0.91 - 

Chou et al. [21] 
ANN - 7.9 
SVM - 5.5 

Young et al.[22] 
Random Forest 0.86 5.7 
ANN 0.82 6.3 
SVM 0.83 6.4 

This paper 
Decision trees 0.89 6.14 
Random Forest 0.90 5.6 
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