PANACM

RIO DE JANEIRO 2021

Time dependent reliability: a time series point of view
Henrique M. Kroetz!, Eduardo M. de Medeiros?, André J. Torii?

LCenter for Marine Studies, Federal University of Parand (UFPR)

Av Beira Mar s/n, Pontal do Parand, 83255-976, PR, Brazil

henrique.kroetz@ufpr.br

2Graduation Program in Civil and Environmental Engineering, Federal University of Paraiba (UFPB)
Jodo Pessoa, PB, 58059-900, Brazil

eduardo.morais@ufcg.edu.br,andre.torii@unila.edu.br

Abstract. Engineering problems where material properties deteriorate over time or in cases of random loading
modelled as a random process, the evaluation of the probability of structural failure generates a significant compu-
tational cost, mainly because it is a time-variant reliability problem. Stochastic problems, in which the probability
of failure is time-dependent, shows to be interesting to know about the computational cost and accuracy of the
method disponible in the literature to evaluate the reliability. The assessment of time-dependent reliability prob-
lems is still a challenging task. Besides the difficulty to characterize a problem from real-world data, most of known
solutions rely on approximations suitable only for specific cases or on burdensome simulation approaches. This
is due to the difficulty in working with general stochastic processes, particularly for situations of non-ergodicity.
A time-series model is a particular case of stochastic process that operates in continuous state space and discrete
time set. Such models can be used to represent a wide range of random phenomena that spans through time,
usually with simpler formulation. They are also relatively simple to build from data tables, which are usually all
the information available about time-dependent behavior of random engineering systems. Thus, this work makes
a comparison of the application between the expansion optimal linear estimation (EOLE) method and time-series
model (e.g. ARMA), used to evaluate the time-dependent failure probability, presenting the computational cost
and the accuracy of the results obtained, and details about the solutions are addressed.
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1 Introduction

In deterministic methods, all the values of the parameters involved in the analyzed problem are exactly known.
However, due to the uncertainties of the problem and the influence of several external factors, these values must be
evaluated as random variables with a non-zero probability of failure.

Thus, over the last few years, research in the field of reliability analysis has been intensified due to the need
to take this factor into account in the problems analyzed. It is important to incorporate these uncertainties into
the projects, considering that the engineering project must meet a series of criteria and some of these depend
on different sources (types of forces and loads, for example) that can be addressed such as independent or time-
dependent reliability issues.

From the works of [1] and [2], where the authors showed a method of importance sampling applied to stochas-
tic processes (more precisely applied in dynamic systems), using autoregressive temporal series, AR, ARMA and
ARIMA models (already known in the areas of finance, economics, biomedicine) to generate random trajectories,
being one of the first works to apply this type of series in stochastic processes aimed at engineering. The technique
is also based on first-passage-time problems and, unlike the KL and EOLE expansions that always assumed sta-
tionarity and the costly calculation of eigenvalues/vectors, trajectories via AR do not suffer from these limitations.
Results showed that, when compared to Monte Carlo, AR required a much smaller value of GG simulations.

Although some authors such as [3]], [4]], [5] and [6] have performed reliability analysis with autoregressive
moving average models, such studies were not directly directed to the calculation of the probability of instantaneous
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or accumulated, mainly for small values, which are the most usual in the field of Engineering, in addition to not
having its effectiveness compared to other models in the literature.

In the work of [[6], the author shows some studies on the application of ARMA models in structural engineer-
ing focused on the area of atmospheric turbulence, waves and earthquakes. However, the author does not perform
the time-dependent reliability analysis per se, he only highlights some preliminary studies that were carried out in
this field, most of them using experimental data. The author makes clear the intention of using ARMA models in
structural reliability problems with the advancement of computational technology, but he does not carry out such
studies.

Thus, the objective of this paper is to perform a time-dependent reliability analysis from time series models,
adopting here the Autoregressive Moving Average (ARMA) model and compared to the results via EOLE, in order
to verify the convergence and efficiency of such a model. Among the possible advantages of using ARMA models
in time-dependent reliability analysis, compared to other methods, we can mention:

* Generally, time series models have simpler formulations (basically they are composed by the combination of
polynomials and linear combinations) and with little computational cost, resulting in advantages for future
research, especially when involve derivation and optimization;

* As it is already known and used in several other areas (eg economics, biology, climatology, etc.), it em-
phasizes its great efficiency, applicability and robustness, appearing as an alternative use also in the area of
structural reliability;

* If the problem already has a history of data, this original data can be used in its entirety to calibrate the time
series models, bringing it closer to reality;

« Ifits efficiency and convergence are shown, the traditional techniques of importance sampling and optimiza-
tion may also be applied to these models;

* ¢ In the studies found on reliability analysis and application of time series models, for the most part, a
major limitation found was the need for a historical series of initial data for creation and application of these
models. However, the purpose of this paper is to use only the statistical properties of the problem, without
necessarily needing the initial historical data.

In the next sections, a brief theory about the equations involved in time-dependent reliability analysis will be
presented (Section 2), where the EOLE and the time series model used will be shown. In Section 3 we present
the formulation of the computational algorithm used, followed by numerical examples (Section 4) and conclusions
(Section 5).

2 Time-dependent reliability analysis

Stochastic processes { X (t) : ¢ = 0,41, +2, 43, ...} can be understood as statistics and/or uncertainties that
evolve in time or space, for example: dollar value, tide variation, annual temperature, dynamic load, wind load
during the year, level of corrosion, among others. There are basically two main ways to do the reliability analysis
of these stochastic processes, either through the calculation of the failure rate, for example the PHI2 ([7]]), PHI2+
(81, JUR/FORM ([9]), TRPD ([10] and [11]) and NEWREL ([12]) methods, and others, or through estimates
based on Monte Carlo, for example EOLE-OLE-KL ([13]) and time serie model.

Although it is usually faster and less computationally costly, the methods based on the failure rate have several
limitations regarding inaccuracy in the result, because they are approximations often adopting linear conditions for
the entire problem and usually have complex mathematical formulas, making it difficult for engineers to understand
and apply.

Furthermore, when non-stationary processes are adopted, these methods usually have a significant increase in
the computational cost, losing efficiency. Finally, since it involves the concept of crossing rate, the model is most
often adopted as a Poisson process, which is still a controversial issue in the scientific community, mainly due to
the existing approximations that it entails in the determination only of the maximum values (limits).

Regarding the methods based on the Monte Carlo simulation, although they are usually more computationally
expensive [14], they present better results. In the EOLE case, even presenting good results because it is a process
based on Monte Carlo estimation, it was found in some cases where the time discretization value is small, that
eigenvalues and eigenvectors can lead to numerical inconsistencies, becoming a problem, in addition to its high
computational cost.

Thus, time series models, as they are already well known in several other areas (eg economics, natural science,
biomedical, meteorology, etc.) are also based on the idea of Monte Carlo and not have the problems and limitations
found in EOLE, mainly because they make use of linear combinations and polynomial functions, making them
less computationally costly and maintaining efficiency in the convergence of results, it emerges as a more robust
alternative to solve time-dependent reliability issues.

Regarding the probability distribution f, this type of process is defined by the distribution of z(¢) for all

CILAMCE 2021-PANACM 2021

Proceedings of the XLII Ibero-Latin-American Congress on Computational Methods in Engineering and
1II Pan-American Congress on Computational Mechanics, ABMEC-IACM

Rio de Janeiro, Brazil, November 9-12, 2021



Henrique M. Kroetz, Eduardo M. de Medeiros, André J. Torii

values of ¢, that is, f(x(t),t). When it comes to the mean and standard deviation, these parameters can also have
their values changed (or not) over time. As it is difficult and costly to calculate such process, some models are
usually used to simplify calculations and stochastic analyses, mainly by adopting stationary and ergodic processes.

In the case of the probabilistic distribution, if it does not depend on ¢, that is, when f(z(t),t) = f(z(t)), in
this case, it is said that the process is stationary, with mean p constant equal to:

Elz(t)] = / 2(8).ful@(t))da = p, for{t = 0,41, 42, 43, ..} 0

Furthermore, analyzing the variation of values in these processes, we have that sometimes the values obtained
in two consecutive times ¢, and ¢; may have a low correlation, sometimes they may have a high correlation. Using
the covariance formula vy, ; = Cov [ta,ty] to help determine the level of correlation, we have:

Covla(ta), x(t)] = Yap = Elz(ta), ()] — Elz(ta)]-Elz(ts)] (2)

because it is a stationary process, the f doesn’t change and the value of C'ov will depend on the difference 7
(or At) of time:

Ve, t4+At = V0,At = Vr = E[z(0), z(At)] — E[z(0)]. E[x(At)] 3)

From Cov value, can also calculate the correlation coefficient pg p:

Ya,b
Pab = Corr(x(ty), z(ty)) N 4

When it comes to mean variation, another way to simplify stochastic problems is to define that they behave
as ergodic processes, that is, when the average of a process performance is equivalent to the average (or expected
value) of z(¢) for all ¢. More details on the equation of stochastic processes can be found in [[15]].

To calculate the failure probability, a limit state function g(X) is used, where X is the set of random variables
that are related to the safety of the structure, such that g(x) < 0 indicates the system failure, g(x) > 0 indicates
that the system is safe and g(x) = 0 defines the limit state function of the reliability problem.

Although the stochastic process varies over time, it is also possible to calculate the probability of instanta-
neous failure at a fixed time, making a reliability analysis similar to that with only random variables, represented
as follows:

Py, (t) = Problg(t,X(t,w)) < 0] = fx(x)dx, ®)
G<0
However, as the problem must be evaluated at all times [¢1, 2], it is necessary to calculate the cumulative
failure probability Py.(t1,t2) according to:

Pfc(tl,tg) = P’l"Ob[HT (S [thtg] Ig(T,X(T,w)) < O] (6)

For being based on the Monte Carlo simulation, making ¢ = 1, ..., N then evaluates all times ¢; = (i — 1).A¢
, with At = NT—l .To calculate the number of failures between times [t;;¢141], a counter k; 1 is used and stores
a failure counter that refers to the interval [¢;;¢141], so that all counters k,,, with n = ¢ + 1,..., N are increased
whenever the limit state is violated for the first time (i.e. all the remaining counters after the outcrossing are
increased).

Assuming kg as the number of failures at time ¢ = 0, the cumulative failure probability Py. . can be

calculated by:

ki + ko
PfcMc(Oati) = N]\/IC ) (7)

2.1 Expansion Optimal Linear Estimation - EOLE

The EOLE, developed by [13], is a method used to generate the X (¢, w) simulations based on Monte Carlo
over time. Selecting P points in the interval [0, 7], with t; = 0 and tp = 7, represents the EOLE through:

§i(w)

=61 Cras (1), ®)

X(t,w) ~ pu(t) + o(t) Z
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where u(t) is the mean, o(t) the standard deviation, &;(w),i = 1,..., P are independent normal random
variables, ¢;, A;, 4 = 1, ..., 7 are the eigenvectors and eigenvalues of the correlation matrix C;; = px (t;,t;),4,j =
1,..., P, where px(t;,t;) and the autocorrelation coefficient function evaluated at the points [t;,t;] and r < P is
the order of expansion.

2.2 Temporal Series Models

As detailed in the materials of [15]] and [16], some characteristics of the time series models will be detailed
below.

Time series are important and are already well known in the areas of economics, market and natural sciences,
examples of which are in the analysis of the stock market index, temperature values, rainfall etc. In brief, through
them we are able to simulate future observations from databases and/or past/present measurements. To estimate
values, time series use, in addition to a historical data series, autocorrelation values, that is, the relationship and
dependence of a given measure with its previous values.

Among the most common models are the Auto-Regressive (AR), the Moving Average (MA), the Auto-
Regressive Moving Average (ARMA) and the Auto-Regressive Integrated Moving Average (ARIMA). As in
this paper we adopted stochastic processes as stationary and ergodic, even so that EOLE could be used, only
ARMA(p,q) models were adopted, which can be understood as a combination of AR(p) and MA(q) models ), with
p indicating the AR(p) model order and q the MA(q) model order.

The ARMA(p, q) model can be represented by:

X(t,w)—p=p1(xi1 —p) +o2(xice —p) + -+ op(@ip — ) + € — b1 — b2es_2 -+ — Ot (9)

where 4 is the mean, ¢; = N (0, 02) is Gaussian white noise, 1, 2, ..., ¢, and 01, 0, ..., 0, are the parame-
ters to be estimated.

The parameters ¢ and 6 are commonly found from the historical data of the series or through only the values
of the mean g, standard deviation ¢ and the value of the autocorrelation coefficient function px (¢;, t;), this being
the path adopted in this paper, similar to the same data needed to obtain EOLE.

3 Algorithm formulation for ARMA and EOLE models

In order not to necessarily need a historical series of data to create the ARM A(p, g) model [17], the purpose
of this work was to elaborate an ARMA model based only on values that characterize the stochastic process, which
are the value of time mean of the process u, standard deviation o and value of the autocorrelation coefficient
function px (t;,t;), being basically the same parameters necessary to obtain the results via EOLE.

In the analysis, we adopt the same parameters for EOLE and ARMA models and two different paths were
performed, where in first path the ARMA model is created from EOLE, and in second path the EOLE model is
created from ARMA | so that it was possible to assess the quality via both possibilities, as shown in Fig. [I]

Construction ARMA(p,q) model from EOLE model Construction EOLE model from ARMA(p,q) model

Initial parameters of the EOLE
u,0, [t tp], P, AL

Initial parameters of the ARMA(p,g)
0, [t tp] P AL P, g

Initial parameters of the EOLE
w0, [ty tp] P, AL

)
Calculation ofthe:

Autacorrelation function peqtes

Correlation Matrix C,

eigenvectors ¢, eigenvalues,

Independentvariables§

*|_Peole |

|

Calculation ofthe:
Parameters ¢ and & using optimization
algorithm that:

min A, 8) such that
1o ) =L 1[(P(t)arma = P(t)eote)?]

Parma = autocorrelation function analytical

Trajetory X(t) defined via EOLE

In this paper, adopting « as the autocorrelation length, the autocorrelation function p..;. used between two

Trajetory X(t) defined via ARMA(p, q) ‘

.
Calculation of the:
Peole = Parma »
Correlation Matrix C ,

Independentvariables§

eigenvectors ¢, eigenvalues A,

:
I Trajetory X(t) defined via EOLE

Initial parameters of the ARMA(p,q)
K.0,[tntp] P AL P, G, @ 6

Calculation of the:

' Parma }" <{pﬂ,,,manlocorrelumnfm\cn‘onanalytical

from coefficients @ and 8

[ Trajetory X(t) defined via ARMA(p, q)

Figure 1. Construction ARMA(p,q) and EOLE

points in time x;4; and z; was of the type:
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p(z,a) = exp [— <QM)1 (10)

«

The autocorrelation function pgy, used in the ARMA models was calculated analytically from the values
of the coefficients @1, 2, ..., pp € 01,02, ..., 04, in addition to the mean y and standard deviation o, which define
the stochastic process. The developed algorithm was based on [18]].

4 Numerical Examples

In order to evaluate the capability of using ARMA models, in comparison to EOLE, in different situations
for time-dependent reliability analysis, 1 numerical example was chosen. The chosen example is a benchmark that
shows a beam subject to corrosion subjected to a stochastic process and four random variables.

In this example, the ARMA models were created starting from the EOLE models, as shown in Fig. [1]

4.1 Example 1: steel beam subject to corrosion under random loading

The example was adapted from [7]], of a beam subject to corrosion and acting with a time-dependent load, as
shown in Fig. [2] Here it is a problem of variable barrier, determined by the limit state equation eq.(TT). The mean
and standard deviation values of the random variables and the stochastic process, as well as the values of the beam
properties, are presented in Table[T]

bo — 2kt ho — 2kt 20' F(t)L PstbOhOL2
L — +

g(t) = 1 1 3 Y

Table 1. Corroded beam random variables and parameters

Parameter Distribution Mean COV
Force F' (kN) Gaussian Process 6000 3%
Steel yield stress o, (MPa) Lognormal 240 10%
Beam initial breadth by (m) Lognormal 0.20 3%
Beam initial height hy(m) Lognormal 0.04 3%
Growth rate x (mm/year) Deterministic 0.10 -
Span length L (m) Deterministic 5.00 -
Steel material mass density ps; (KN/m?) Deterministic 78.50 -

corroded area

_ 0
ATTREEINY sound steel

Figure 2. Corroded beam under a midspan load, after 7]

Flw,t) d, (©)

The time interval analyzed was ¢ = [0, 10] years, discretized into 1200 points, using a length and correlation
of one month (o« = 1/12 year) and an expansion of 300 terms in EOLE. For ARMA, the ARMA(8,4), ARMA(16,4)
and ARMA(32,4) models were created. The total number of simulations in each analysis was 107 simulations and
the beam was subjected to a corrosion rate calculated by d.(t) = «t.
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Figure 3. Evolution of the cumulative failure probability in the time

The evolution of Py, over the period of [0,10] years is shown in Figure @

The Py; results were analyzed at times t =0, 5 and 10 years, and the Py value was analyzed at the final time,
as shown in Tables2le 3]

Table 2. Values of instantaneous failure probability Py;

EOLE ARMA(8.4) Difference (%)

Pri(0)(%) 00638  0.0638 0.47
Pri(5)(%) 01701 0.1705 0.24
Pri(10)(%) 04296  0.4267 0.68

Table 3. Values of cumulative failure probability Pr.(10)

P¢c(%) Difference (%) 95% Confidence Interval

EOLE 16.307 - [16.284 , 16.330]
ARMA(8,4)  16.094 1.32 [16.071,16.117]
ARMA(16,4) 16.133 1.08 [16.110, 16.156]
ARMA@324) 16315 0.04 [16.292 , 16.337]

According to the results presented, it can be seen that the maximum difference in the Py; values between the
EOLE and ARMA models for all times analyzed was of the order of 0.68% and that of the Py, value at the end of
the analysis was 1.32%. From the results found, it is possible to notice again a convergence of the results obtained
via EOLE and via the ARMA models generated here, confirming the proposal of this paper to use autoregressive
mobile-media models in the reliability analysis.

5 Conclusions

In this paper, time-dependent reliability analysis using time-series models was presented, with four numerical
examples and comparisons of the results with another method in the literature. From the results, it can be concluded
that the ARM A model can be used in the analysis of time-dependent structural reliability, being proven by the
convergence of the results when compared to EFEOLE.

Regarding the computational cost, the ARM A models proved to be more efficient than the O LE, mainly
due to its simple mathematical formulation basically composed of linear combinations of polynomial functions,
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unlike the EOLE model. It is FOLFE that needs the calculation of eigenvalues and eigenvectors, which increases
the computational cost.

Regarding the robustness of the method proposed here, the ARM A models were always robust and con-
vergent, unlike the FOLE which, depending on the values adopted for the time discretization, mainly for small
values (optimal values to be adopted were not found in the literature), presented numerical inconsistency in some
cases, even appearing complex numbers. Another important point that should be highlighted is that the proposal
presented in this paper is the creation of ARM A models starting from the statistical properties of the problem, as
shown in Fig. [I] without necessarily needing a data history to creation of the model, as it is normally done, which
differentiates it and makes it more applicable to any reliability analysis problem as long as the statistical properties
of the problem are known, without necessarily needing the historical data of the series.

Thus, time series models emerge as a robust proposal for the calculation of time-dependent reliability prob-
lems, being promising, from the point of view of applicability of the methods, even in cases where it will be
necessary, for example, to perform techniques of importance sampling or optimization.
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