
Neural Network Meta-Model for FPSO Roll Motion Prediction from Envi-
ronmental Data

Lucas P. Cotrim1, Henrique B. Oliveira2, Asdrubal N. Q. Filho3, Eduardo A. Tannuri4, Anna Helena R. Costa5,
Edson S. Gomi6, Ismael H. F7. Santos, Rodrigo A. Barreira8
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Abstract. The current design process of mooring systems for Floating Oil Production and Offloading units (FP-
SOs) is highly dependent on the availability of the platform’s mathematical model and accuracy of dynamic sim-
ulations, through which resulting time series motion is evaluated according to design constraints. Out of the six
degrees of freedom, roll motion is among the most complex to accurately simulate. We propose a Neural Simu-
lator, a set of neural network surrogate models designed to predict an FPSO’s roll motion statistics directly from
metocean data when subject to different loads. This approach bypasses the need to perform traditional time series
dynamic simulation, as the trained models take measured metocean conditions and directly output the desired roll
motion statistics. This allows for Artificial Neural Networks (ANNs) to be trained through simulation and later
fine-tuned on real FPSO motion. As a result, our proposal presents higher accuracy and reduced computational
time when compared to traditional methods. The ANN surrogate models are trained by real current, wind and wave
data measured in 3h periods at the Campos Basin from 2003 to 2010 and the associated roll response of a Spread
Moored FPSO subject to different drafts, which is obtained through time-domain simulations using the Dynasim
software. Hyperparameter Optimization techniques are performed in order to obtain optimal ANN models special-
ized in different platform drafts. Finally, the proposed models are shown to correctly capture platform dynamics,
providing good results when compared to the statistical analysis of roll motion time series obtained from Dynasim.
We conclude that an ANN surrogate model can be trained directly on real measured metocean conditions and plat-
form roll motion to provide increased accuracy and reduced computational time over traditional methods based on
dynamic simulation. Moreover, the proposed architecture can be integrated into an automated learning framework:
The data-based surrogate models can be continuously fine-tuned and updated with newly measured data, resulting
in improved accuracy over time.

Keywords: Floating Offshore Platforms, Artificial Neural Networks, Surrogate Models, Hyperparameter Opti-
mization, Neural Architecture Search

1 Introduction

Current FPSO’s Mooring System Design consists in the measurement of local environmental conditions over
a representative period of time and subsequent dynamic simulation of the FPSO model subject to combinations
of extreme winds, waves and currents expected in the next 10 to 100 years of operation, which are obtained from
statistical projections of the measured environmental conditions. Design variables, such as the maximum roll angle,
are obtained through time-series analysis and verified to remain within project criteria. This process, however,
relies on the numerical simulation of a dynamic model on softwares such as Dynasim [1], which multiplies the
approximated wave energy spectrum and the FPSO’s RAOs (Response Amplitude Operators) to obtain the expected
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vessel’s movement. This process can be time-consuming and give slightly inaccurate responses when compared to
the actual measured movement.

Recently, the increasing performance of data-based machine learning models in a variety of domains in con-
junction with the high computational times of traditional models and the unprecedented availability of data have
motivated the study and development of alternative models, denominated surrogate or meta-models. The main mo-
tivation behind using such models is to directly model complex and computationally expensive dynamics through
available data. Meta-models have been successfully implemented as alternatives for Finite Element (FE) [2–4]
and Computational Fluid Dynamics (CFD) models [5] for predicting mooring line tensions and submerged riser’s
vibration responses, respectively. Gumley, Henry and Potts [6] successfully implemented a neural network capable
of predicting the hourly mean offset of a turret-moored FPSO from environmental conditions, and compared it to
Kriging time series prediction. In this paper, we focus on the prediction of maximum roll amplitude due to its
complexity and relevance in mooring system design.

1.1 Objectives

In this article, the main objective is to contribute with a new framework composed of a set of data-based
meta-models capable of predicting the maximum roll angle associated with the dynamic response of an FPSO
to generic environmental conditions, as well as validating these meta-models. Overall, a data-based approach is
expected to present three main advantages in comparison to traditional methods:

• Increased accuracy: Training directly on real measured environmental conditions and the corresponding
platform responses avoids several approximations and simplifications of physical phenomena, such as vary-
ing mooring line damping and second order wave drift, implemented on traditional simulation softwares.
Moreover, the availability of a considerable volume of data (over 18 thousand 3h periods) improves the
accuracy of trained data-based models.

• Automated Learning: The resulting system is designed to be integrated to other design tools and continu-
ously updated with newly measured environmental and platform motion data.

• Reduced Computational Time: After training, the computational time associated with the evaluation of a
neural network prediction is significantly shorter than that associated with time integration of the system’s
dynamic equations.

2 Methodology

This section aims to provide an overview of the methodology adopted in the project, briefly describing the
different steps followed from the obtention of the measured environmental conditions to the preparation of the
neural simulator training dataset.

Upon receiving the environmental data, an exploratory statistical analysis is conducted and a representative,
uninterrupted period of 6 years is chosen from the available data in which no missing values were present. The
environmental conditions and the FPSO description are then loaded and simulated in Dynasim, which generates the
corresponding time series platform motion associated with each environmental condition. A python Post Processor
module then analyzes the stored time series and extracts relevant statistical information used in the mooring system
design, such as maximum platform offset and roll.

The resulting dataset, comprised of both the measured environmental conditions as well as the associated
motion statistics, is used to train and validate each meta-model. Each meta-model’s hyperparameters are optimized
through 5-fold cross validation and test data is used to evaluate the proposed models’ performance. Figure 1 details
the adopted framework from environmental data to model training.

Figure 1. Project Workflow Diagram.

2.1 Environmental Data

The environmental conditions were provided by Petrobras Oceanography Group in 3h periods from Novem-
ber 2003 to December 2009 at the Campos Basin. The data comes from a hindcast model of the area, calibrated
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by a large number of measurements by wave radars, anemometers, wave buoys, and current meters, that are either
installed in the platforms or moored to the seabed. The data can be described by the following variables:

1. Current velocity: Mean current velocity vc (m/s).
2. Current direction: Current propagation angle θc (°).
3. Wind velocity: Mean wind velocity vw (m/s).
4. Wind direction: Wind incidence angle θw (°).
5. First Wave component height: Significant wave height Hs1(m) corresponding to highest energy wave.
6. First Wave component period: Peak Period Tp1(s) corresponding to highest energy wave.
7. First Wave component direction: Incidence angle θ1 (°) corresponding to highest energy wave.
8. Second Wave component height: Significant wave height Hs2(m) corresponding to second highest energy

wave.
9. Second Wave component period: Peak Period Tp2(s) corresponding to second highest energy wave.

10. Second Wave component direction: Incidence angle θ2 (°) corresponding to second highest energy wave.
Table 1 shows samples of the measured environmental conditions and the corresponding values of each vari-

able.

Table 1. Samples of measured environmental conditions.

Index vc (m/s) θc (°) vw (m/s) θw (°) Hs1 (m) Tp1 (s) θ1 (°) Hs2 (m) Tp2 (s) θ2 (°)

1 0.11 118.33 5.47 161.1 1.73 7.10 132.5 0.61 3.74 180.5
2 0.13 133.33 7.46 186.9 1.68 7.61 152.7 1.08 5.62 198.2
...

...
...

...
...

...
...

...
...

...
...

18006 0.55 178.10 11.41 1.4 2.56 7.46 9.6 0.85 8.07 55.3
18007 0.54 178.88 10.21 3.9 2.54 7.35 9.1 0.00 0.00 0.0

2.2 Post Processor

Dynasim [1] is a numerical simulation software that combines sea environment conditions i.e. wind, current
and waves through their statistical energy spectrum, as well as a platform’s Response Amplitude Operators (RAOs)
to obtain the resulting 6 DoF position, velocity and acceleration time-series. Figure 2a illustrates a model of the
studied spread-moored platform in the Dynasim interface, the 18 mooring lines are shown in blue.

The platform’s model, subject to each environmental condition, is simulated for periods of 11400s (approx. 3
hours), with an integration time-step of 0.5s. The resulting 6 DoF position, velocity and acceleration time-series are
stored with a time-step of 1s. The platform is moored by 18 lines and has an equilibrium heading direction of 210°
measured from north. Simulations are performed for a range of platform drafts from 8m to 21m, corresponding to
varying platform loads.

Since the meta-models are designed to predict roll motion statistics, rather than perform time-series predic-
tion, the time-series obtained through dynamic simulation are analyzed and the maximum roll amplitude observed
in the 3h period is extracted. Figure 2b illustrates 20 minutes of the roll angle time-series obtained from Dynasim
simulation of condition 2680. During the first seconds the resulting motion is highly dependent on initial configu-
ration, while subsequent dynamics are governed by the incident environmental conditions. In order to isolate their
effects, a cutoff time tcutoff of 2000s was implemented and time-series analysis was performed from this time
forwards.

(a) Dynasim software interface showing model of
simulated spread-moored platform.

(b) Roll angle time series corresponding to simulation 2680 obtained from
Dynasim.

Figure 2. Dynasim Software Interface (a) and roll angle time-series example (b).

Maximum roll amplitude is measured relative to the platform’s steady state equilibrium subject to no envi-
ronmental conditions, so that a value of zero corresponds to no environment-induced mooring line tensions. Roll
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amplitude is mathematically given by:

φmax = max
t>tcutoff

|φ(t)− φeq|.

3 Neural Simulator

The proposed Neural Simulator framework consists of 14 separately trained meta-models, each designed to
predict roll amplitude for different FPSO drafts (Fig. 3). This modular framework allows for the application of
Neural Architecture Search (NAS) techniques and individual fine-tuning of each ANN model.

Figure 3. Neural Simulator Framework.

Since the prediction of roll motion statistics directly from environmental conditions is a regression task, any
function approximation method can be implemented. In this work, a type of ANN known as MultiLayer Perceptron
(MLP) was chosen due to its capability of stochastically learning complex functions from a large amount of data.
MLPs are trained with the Back-propagation algorithm.

3.1 Data Preparation

In order to improve the numerical convergence of back-propagation learning algorithms, several techniques
can be applied. These range from input transformation and weight initialization methods to batch learning and
adaptive learning rates. This section focuses on Data Preparation techniques implemented on the environmental
conditions prior to training.

Let e = (vc, θc, vw, θw, Hs1, Tp1, θ1, Hs2, Tp2, θ2) be a set of observed environmental conditions as defined
previously. As angular variables are defined in [0°, 360°], their periodic property implies that values such as
0.1° and 359.9° are functionally close despite being numerically distant. This can cause slow ANN convergence as
similar environmental conditions may be far apart in the network input space. As a result, the projections of current
velocity, wind velocity and wave height in the N-S and E-W directions were used, rather than their magnitude and
incidence angle, so that the same set of environmental conditions can be represented as:

eproj = (vc sin(θc), vc cos(θc),

vw sin(θw), vw cos(θw),

Hs1 sin(θ1), Hs1 cos(θ1), Tp1,

Hs2 sin(θ2), Hs2 cos(θ2), Tp2).

Since the values of different input variables have different orders of magnitude e.g., local wind velocity can
be as high as 20 m/s while current velocity is lower than 1 m/s, a Gaussian Standardization method was applied to
transform the projected environmental conditions into the network’s input data:

xi =
eproji − µi

σi
, i = 1, ..., 10,
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where µi and σi are the mean and standard deviation of the i-th variable on the complete dataset. This ensures
that each input variable follows a normal distribution with zero mean and unit-variance and improves numerical
convergence.

The resulting dataset was then divided into train, validation and test, as illustrated in Fig. 4. In order to
accurately evaluate each model’s generalization capabilities, 5-fold Cross Validation was performed and the av-
erage Mean Absolute Error (MAE) across all folds was used as the objective function to be minimized during
Hyperparameter Optimization.

Figure 4. Dataset split for 5-fold Cross Validation.

3.2 Hyperparameter Optimization and Neural Architecture Search

While parameters such as node weights are learned during training, hyperparameters are related to the model
selection task or the algorithm itself and can be used to control the learning process. Examples of hyperparameters
in ANNs are the number of nodes in each layer, the learning rate and mini-batch size. Hyperparameter optimization
consists in determining a model’s optimal hyperparameters for a given task, and the process of optimizing ANN
architectures is referred to as Neural Architecture Search (NAS).

Since the platform’s response to metocean conditions is highly dependent on platform draft, NAS techniques
were applied in order to find optimal MLP architectures as draft ranges from 8m to 21m. Specifically, a Bayesian
Optimization algorithm known as the Tree-Structured Parzen Estimator (TPE) [7] was used in the Optuna python
framework to determine the best number of neurons in each of the three hidden layers used in the MLP architecture.
While other algorithms such as Grid Search, Random Search and Simulated Annealing were investigated, we
found that Bayesian Optimization yielded better results. The algorithm performs iterative trials in which an MLP
candidate architecture is chosen and the objective function (average Cross-Validation MAE) is evaluated. In each
trial, TPE fits a Gaussian Mixture Model to the set of hyperparameters associated with the best objective function
values and chooses the next MLP architecture in a promising region of the search space by maximizing expected
improvement according to the history of previous trials.

For each of the 14 meta-models (one for each draft on the platform), TPE Bayesian Optimization was per-
formed for 500 trials. During each trial, the investigated MLP architecture was trained and evaluated five times
(once for each validation fold). In order to avoid intractable computational times, a reduced number of only 100
training epochs was used during Hyperparameter Optimization, as opposed to 5000 training epochs used in the
final training of the proposed models. NAS was limited to the number of nodes in each of the three hidden layers,
while other hyperparameters such as batch size and optimizer remained fixed as shown in Tab. 2

Table 2. Fixed and optimized MLP hyperparameters.

Optimized Hyperparameters Range

Number of nodes per hidden layer [20,4500]x[20,4500]x[20,4500]

Fixed Hyperparameters Value

Number of hidden layers 3
Training Epochs 100
Batch Size 800
Optimizer Adam
Learning Rate 0.001
Activation Function ReLU
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4 Results

Table 3 shows the best performing MLP architectures for each platform draft among the 500 TPE trials. It
can be seen that the number of neurons in the first hidden layer ranged from 1311 (16m draft) to 4212 (12m draft),
while in the second layer it ranged from 186 (17m draft) to 1214 (12m draft) and in the third, from 278 (11m and
17m drafts) to 4092 (18m drafts).

Table 3. Optimal MLP architectures for each platform draft.

Draft 8m 9m 10m 11m
MLP Architecture 1716-431-869 3896-535-689 2766-326-361 2238-280-278

Draft 12m 13m 14m 15m
MLP Architecture 4212-1214-1181 1555-1096-341 3341-1120-1644 2274-319-536

Draft 16m 17m 18m 19m
MLP Architecture 1311-501-1059 3314-186-278 1878-288-4092 1790-332-704

Draft 20m 21m
MLP Architecture 2393-230-462 2256-215-1065

Figure 5 illustrates the results obtained by the 14m draft model in comparison to Dynasim simulation. The
proposed meta-model showed good results across all environmental conditions, with a maximum absolute error
of 0.28°and Mean Absolute Error (MAE) of 0.002°. The error plot illustrates that errors in critical metocean
conditions, where the wave period is close to the FPSO’s natural period, are relatively small. Overall, the Neural
Simulator presented competitive results when compared to traditional dynamic simulation methods.

(a) Meta-model (orange) and Dynasim (blue). (b) Error plot.

Figure 5. Comparison between Dynasim and obtained MLP architecture for 14m draft. Roll Amplitude as a
function of Wave Height (top), Wave Period (middle) and Wave Direction (bottom).

The proposed meta-models were tested both as individual MLP models and as ensembles of 5 and 10 MLPs,
in which the final prediction is given by the average between the 5 and 10 best MLPs obtained through Bayesian
Optimization, respectively. Table 4 summarizes the Mean Absolute Error (MAE) and Maximum Error for each
platform draft in the three different settings.

5 Conclusions

The results obtained indicate that data-based surrogate models can be successfully used to capture com-
plex roll motion responses of simulated FPSOs exclusively from environmental data, predicting relevant statistics
without the limitations associated with traditional dynamic simulation methods. The observed error margins are
competitive in comparison to the errors of dynamic models relative to real platform motion. This suggests that a
set of meta-models trained directly on measured FPSO responses can provide more accurate results than traditional
methods in reduced computational time.

The prediction performance of the MLP architectures obtained through TPE Bayesian Optimization when
compared to that of random architectures indicate the value of robust hyperparameter optimization techniques in
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Table 4. Proposed Meta-model results.

Draft MAE Max Error
Single Ensemble (5) Ensemble (10) Single Ensemble (5) Ensemble (10)

8m 2.9°e-3 2.4°e-3 1.9°e-3 0.314° 0.389° 0.301°
9m 3.4°e-3 1.9°e-3 1.9°e-3 0.355° 0.293° 0.280°

10m 2.4°e-3 1.8°e-3 1.5°e-3 0.301° 0.265° 0.250°
11m 2.4°e-3 1.7°e-3 1.8°e-3 0.200° 0.216° 0.217°
12m 2.7°e-3 1.9°e-3 1.7°e-3 0.206° 0.242° 0.235°
13m 1.6°e-3 1.5°e-3 1.3°e-3 0.212° 0.199° 0.190°
14m 2.2°e-3 1.5°e-3 1.3°e-3 0.279° 0.228° 0.222°
15m 2.9°e-3 1.7°e-3 1.4°e-3 0.209° 0.225° 0.238°
16m 1.5°e-3 1.4°e-3 1.4°e-3 0.264° 0.249° 0.256°
17m 2.0°e-3 1.6°e-3 1.3°e-3 0.253° 0.220° 0.206°
18m 1.9°e-3 1.6°e-3 1.4°e-3 0.343° 0.211° 0.203°
19m 1.8°e-3 1.2°e-3 1.3°e-3 0.163° 0.220° 0.211°
20m 2.2°e-3 2.0°e-3 1.5°e-3 0.207° 0.210° 0.218°
21m 3.9°e-3 1.8°e-3 1.4°e-3 0.210° 0.233° 0.231°

Avg. 2.4°e-3 (0.63%) 1.7°e-3 (0.44%) 1.5°e-3 (0.39%) 0.251°(5.8%) 0.236°(5.5%) 0.233°(5.4%)

modern machine learning. Additionally, ensembles of 5 models seemed perform best in the trade off between low
error metrics and overall training time.

Future work includes training the Neural Simulator architecture to predict other design variables, training
with real measured FPSO motion and the optimization of additional hyperparameters such as activation functions.
The prediction of other relevant design variables, such as maximum platform offset and fairlead displacements, is
currently under study and has shown promising results.
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