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Abstract. The Identification of parameters for differential equations is one of the most common types of discrete 

inverse problems. Formulations like these can be used to calculate the thermal conductivity of a material, the drag 

coefficient in a body during freefall and the diffusion of matter through a certain media. Following this trend, this 

paper shows how the refraction index of a pre-established domain can be calculated applying inverse problem 

techniques to the Helmholtz equation. As the main endeavor in inverse problems arise from the necessity of solving 

matrices with large condition number, this work contains an overall review and a numerical comparison between 

classical and more recent regularization schemes to solve these ill-posed matrices. In order to validate the results, 

the problem was also solved in a direct manner using the Finite Elements Method. Results include numerical 

examples for uniform and non-uniform mesh grids. 

Keywords: Discrete Inverse Problems, Helmholtz Equation, Finite Elements Method, Regularization Schemes. 

1  Introduction 

The Helmholtz Equation is a partial differential equation that is associated with a large variety of physical 

phenomena such as: vibrations, electromagnetism and other oscillatory disciplines. In the study of acoustic 

systems, the equation models the sound pressure field in the frequency domain. As the Helmholtz Equation is a 

time independent PDE, its use reduces a problem exclusively to spatial dependency. The drawback of this 

modelling approach is that it can only be used if the signal of the system is harmonic [1, 2].  

The Helmholtz equation can also be used in inverse problems of parameter identification. In these types of 

applications, partial differential equations coefficients (e.g. thermal conductivity in the heat equation and diffusion 

of matter in Fick’s Law) can be estimated given that there is experimental data about the solution of the PDE [3-

5]. In this paper, it’s shown that the Helmholtz can be used to retrieve information about the refractive index in a 

media given that there is data on the pressure field and the source terms acting in this media. 

In Hansen [6] it’s mentioned that the main issue that arises from these inverse problem formulations is the 

ill-posedness of the numerical formulation. According to Hadamard [7], this means that: there may not exist a 

solution for the problem; there is not a unique solution; or the solution of the problem is not stable. For the inverse 

problem analyzed in this work, the main concern is the stability: small perturbations of the input data (the pressure 

field and the source terms) can result in big fluctuations in the results (refractive index).  

In this context, this paper also covers a brief overview of a few regularization techniques that can be used to 

suppress the effects of these perturbations in order to achieve more consistent results. 

2  Problem formulation and procedures 

The problem formulation consists in a boundary value problem (BVP) for the Helmholtz equation. From the 

BVP, the problem is then discretized in two different ways, one for the forward problem and another one for the 

inverse problem.  

In this paper, we approach the discretization of the forward and the inverse problems through the finite 

element method (FEM), as it is done in many papers presented in the literature. But there are other numerical 

methods being used in other works, such as the finite difference method and boundary methods [8, 9]. 
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Following the FEM implementation, the forward problem is well-posed and does not need any type of 

regularization before it can be solved. So, a few discrete points from its solution can be used as the pressure field 

input for the inverse problem.  

On the other hand, the inverse problem linear system cannot be immediately solved, as its stiffness matrix is 

ill-conditioned. Therefore, a regularization must be done. This is done by the means of the Tikhonov regularization 

[6, 10, 11]. To calculate the optimal Tikhonov regularization parameter two different methods were used: the L-

curve criterion [6, 12-15] and a fixed-point approach proposed by Bazan [16], based on the discrepancy principle. 

Ultimately, with the inverse problem solved, a comparison can be done between the refractive index used as 

input in the forward problem and the refractive index obtained as the solution of the inverse problem.  

This whole process is done for uniform and non-uniform mesh grids. 

2.1 Forward problem 

The general idea of the proposed forward problem is to solve the Helmholtz equation given a certain input 

data (the wave number, the refractive index and the source terms).  

Considering the unidimensional case, with 𝑥 ∈ Ω = (0, 𝐿), where Ω ⊂ ℝ1 is the domain with boundary 𝜕Ω, 

the boundary value problem for the Helmholtz equation can be formally written as  

 

 ∇2𝑢(𝑥) + 𝜅2𝑛𝑢(𝑥) = 𝑝(𝑥)    𝑖𝑛    Ω 

                                𝑢(0) = 𝑢0   𝑖𝑛  𝜕Ω  
                                𝑢(𝐿) = 𝑢𝐿   𝑖𝑛  𝜕Ω  

 

(1) 

where 𝑢 ∈ 𝐻1(Ω) is the sound pressure, 𝑛 ∈ 𝐿∞(Ω) is the refractive index, 𝑝 ∈ 𝐿∞(Ω) is the source term and 𝜅 is 

the wave number.   

The forward problem can then be defined as: find the 𝑢 ∈ 𝐻1(Ω) ∀𝜙 ∈ 𝐻1(Ω) that satisfies the weak 

formulation of eq. (1): 

 

− ∫ ∇𝑢(𝑥)∇𝜙(𝑥)𝑑𝑥
Ω

+  𝜅2𝑛 ∫ 𝑢(𝑥)𝜙(𝑥)𝑑𝑥
Ω

=  ∫ 𝑝(𝑥)𝜙(𝑥)𝑑𝑥
Ω

 

 

(2) 

Using the finite elements method, 𝑢 can be approximated to a finite dimensional space, 𝑉ℎ, using basis 

functions. Thus, 𝑢(𝑥) ≈ 𝑢ℎ = 𝑢𝑖𝜙𝑖(𝑥). The problem can then be fully rewritten in its discrete weak formulation, 

for each element Ω𝑒 ⊂ Ω, as:  

Find 𝑢ℎ ∈  𝑉ℎ ⊂ 𝐻1  such that 

 

 

(𝜅2 ∫ 𝑛(𝑥)𝜙𝑖(𝑥)𝜙𝑗(𝑥)𝑑𝑥
Ωe

− ∫ ∇𝜙𝑖(𝑥)∇𝜙𝑗(𝑥)𝑑𝑥
Ωe

) 𝑢𝑖 =  ∫ 𝑝(𝑥)𝜙𝑘(𝑥)𝑑𝑥
Ωe

  

 

(3) 

 

hence, the forward problem narrows down to solving the linear equation 

 

 
𝕂𝑢 = 𝕗 

(4) 

2.2 Inverse problem 

In the formulation of the inverse problem, we aim the calculation of the refractive index. So, in this case, 

discrete points of the pressure field are used as input and the refractive index is the output. The finite element 

approximation is also used to interpolate the refractive index. Therefore 𝑛(𝑥) ≈ 𝑛ℎ = 𝑛𝑗𝜙𝑗(𝑥).  
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Applying these changes, the discrete weak form yields  

 

(𝜅2 ∫ 𝑢ℎ(𝑥)𝜙𝑗(𝑥)𝜙𝑘(𝑥)𝑑𝑥
Ωe

) 𝑛𝑗 =  ∫ 𝑝(𝑥)𝜙𝑘(𝑥)𝑑𝑥
Ωe

+  ∫ 𝑢ℎ(𝑥)∇𝜙𝑘(𝑥)𝑑𝑥
Ωe

  

 

 

(5) 

And the linear equation takes the form of  

 

 
𝕂∗𝑛 = 𝕗∗ 

(6) 

2.3 Regularization schemes 

In inverse problems the input data, being it experimental or numerical, usually contains a considerably 

amount of noise. This is expected because experimental setups are not perfect, there may be noise generated in 

measurements due to human error, imprecision of equipment or even randomness. When the input data comes 

from another numerical simulation, like this present paper, there can also be noise related to rounding and 

truncation. 

Considering a linear system of the form 𝑨𝑥 = 𝒃, the upper bound of the solution error can be, according to 

Allaire and Kaber [16], written as  

‖�̃� − 𝑥‖2

‖𝑥‖2

≤ 𝑐𝑜𝑛𝑑(𝑨) {
‖�̃� − 𝑨‖

2

‖𝑨‖2

+ 
‖�̃� − 𝑏‖

2

‖𝑏‖2

} + 𝒪(𝜖2) 

 

 

(7) 

where 𝑐𝑜𝑛𝑑(𝑨) = ‖𝑨‖𝟐 ‖𝑨−𝟏‖𝟐 is the condition number of matrix 𝑨 and (∙)̃ refers to a noisy term.  

Matrices with 𝑐𝑜𝑛𝑑(𝑨) ≫ 1, are called ill-conditioned and linear systems involving them lack stability [6]. 

In this context, it’s needed a method that can suppress the noise effects without prejudice to the overall physics of 

the problem. One such method is the Tikhonov regularization. 

According to Hansen and O’Leary [13], the generalized Tikhonov regularization consists in  

𝑚𝑖𝑛{‖𝑨𝑥 − 𝑏‖2
2 + 𝜆2‖𝑥‖2

2} 

 

(8) 

where 𝜆 is the parameter responsible for controlling the weight in the minimization of ‖𝑥‖2 relative to the 

minimization of ‖𝑨𝑥 − 𝑏‖2. In some cases, the seminorm ‖𝑳𝑥‖2 is used instead of the 𝐿2 norm of the solution 

[11, 13, 16]. But if 𝑳 is chosen to be the identity matrix, the formulation is reduced to the one shown in eq. (8).  

A wide range of different methods are proposed in the literature for the identification of the optimal value for 

the 𝜆 parameter, such as in the works of Wu [18], Bazán [16], Reginska [14], and many others.  

In this present paper, only the L-curve criterion [6, 12-15] and the fixed-point approach proposed by Bazán 

[16] are going to be used. 

2.4 The L-Curve Criterion 

The L-curve is graphic device, very commonly used to identify the optimal 𝜆 parameter. According to Hansen 

[12], the method consists in a log-log plot between the regularized solution norm (‖𝑥𝜆‖2
2) and the regularized 

residual norm (‖𝐴𝑥𝜆 − 𝑏‖2
2), which means that the curve represents a trade-off between two quantities that should 

be controlled. The name of the curve comes from it’s very characteristic L-shape. 

In Hansen and O’Leary [13], it’s suggested that the optimal trade-off point is the in the “corner”, i.e., the 

region of maximum curvature, of the L-shaped curve. The reason behind this choice lies in the fact that the corner 

of the curve separates two regions: one dominated by perturbation errors and another by regularization errors. 

Therefore, choosing the corner means that the regularization will be effective enough to suppress the noise but 

will not lead to large regularization errors. There are a few other methods to estimate 𝜆 from the L-curve but the 

maximum curvature methodology seems to be the best choice in most cases, as shown in Johnston and Gulrajani 

[15]. 
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In order to find the corner, Hansen and O’Leary [13] proposes the use of the expression  

 

Κ = 2
𝜂𝜌

𝜂′

𝜆2𝜂′𝜌 + 2𝜆𝜂𝜌 + 𝜆4𝜂𝜂′

(𝜆2𝜂2 + 𝜌2)3/2 
 

 

 

(9) 

where Κ is the curvature of the plot, 𝜂 = ‖𝑥𝜆‖2
2 and 𝜌 = ‖𝐴𝑥𝜆 − 𝑏‖2

2. The corner of the curve can then be computed 

by taking the maximum of Κ. 
The advantages of the L-curve criterion are in its robustness and efficiency in the treatment of noise. 

However, the method also has some disadvantages. According to Hanke [19] the L-Curve criterion fails when the 

analyzed problems have very smooth solutions and in Vogel [13], it’s mentioned that the 𝜆𝐿 parameter, calculated 

by the L-Curve criterion, deviates from the optimal parameter 𝜆𝑜𝑝𝑡 as 𝑛, the rank of 𝐴, increases. 

2.5 GDP-FP 

According to Bazán [16] the Generalized Discrepancy Principle (GDP) equation can be written as 

𝐺(𝜆) = ‖�̃�𝑥𝜆 − �̃�‖
2

2
− (𝛿𝑥 + 𝛿𝑨‖𝑳𝑥𝜆‖2)2 = 0 

 

 

(10) 

where 𝛿𝑥 and 𝛿𝑨 are the explicit values of noise for 𝑥 and 𝑨, respectively.  

From eq. (10), Bazán [16] shows that taking  

 

𝜗(𝜆) =
‖�̃�𝑥𝜆 − �̃�‖

2

𝛿𝑥 + 𝛿𝑨‖𝑳𝑥𝜆‖2

, 𝜉(𝜆) =  
𝜆2

𝜗(𝜆)
 𝑎𝑛𝑑 𝜁(𝜆) = √𝜉(𝜆)   

 

 

(11) 

a stable fixed-point expression can be derived, and it reads as  

𝜁(𝜆) =  
𝜆

√𝜗(𝜆)
= 𝜆 

 

 

(12) 

The GDP-FP algorithm consists in iterating eq. (12) from an initial guess, 𝜆0, until convergence, i.e., 

|𝜆𝑗+1 − 𝜆𝑗| ≤ 𝜖|𝜆𝑗|, where 𝜖 is a user defined threshold. 

The method is very advantageous, if compared to Newton-like methods, because it doesn’t require the 

calculation of derivatives. However, one evident downside, is that differently from the L-Curve, it requires 

knowledge about the explicit noise values 𝛿𝑥 and 𝛿𝑨.  

3  Results 

The forward problem was solved, for different mesh grids, by taking 𝜅 = 0,  𝑝(𝑥) = 0, 𝑢(0) = 𝑢(𝐿) = 0, 
𝑛(𝑥) = 1 and by approximating  𝑢ℎ by linear basis functions. The pressure field solution of the forward problem 

was used as input to the inverse problem. In order to have a square stiffness matrix, 𝑛ℎ was also approximated by 

linear basis functions.  

The whole FEM script was written in MATLAB. The L-Curve method was used, also in MATLAB, by the 

means of the REGULARIZATION TOOLS package [21].  
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Figure (1) shows a comparison between the refractive index achieved by the GDP-FP and the L-Curve 

methods for mesh grids with 25, 50, 75 and 100 elements.  

  

 
Figure 1. Inverse problem results for uniform mesh grids of different sizes.  

 

For the uniform mesh grids, the results show that both regularization methods were able to approximate the 

exact value of 𝑛 very well in the centermost region of the domain. The main deviation from the exact solution was 

near the boundaries but increasing the number of elements is shown to be effective in reducing the area of effect 

of these instabilities. 

The maximum amplitude of the peaks, i.e. errors, was shown to be lower for the GDP-FP than the L-curve 

method, 13.7% to 28.8%, respectively, for the mesh grid with 100 elements. But the transition from the boundary 

instabilities to the well approximated region was smoother for the L-curve method. 

In the comparison with non-uniform grid, fig. (2), the size of each element was randomized, in order to 

amplify the perturbations in the solution. As expected, even for a large number of elements (N = 200), numerical 

instabilities were introduced to the solution. Even then, both regularization methods presented a similar behavior, 

as the position of their peaks is matching, with the only difference being their amplitude. The largest deviations 

from the exact solution were, similarly to the uniform-mesh, near the boundaries.  
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Figure 2. Inverse problem results for a non-uniform mesh N=200.  

4  Conclusions 

In this paper an inverse problem of parameter identification was analyzed by the means of the Helmholtz 

equation. Given that problems of this sort are instable and require regularization, a brief review was done about 

the Tikhonov regularization and two different methods of inferring the Tikhonov parameter. 

Following the use of the regularization schemes, the parameter identification technique was successful in 

retrieving information about a physical parameter with only a few discrete data points as input. 

Suggestions to future works include: approximation of the refractive index by higher order basis functions, 

which will result in rectangular stiffness matrices; the input data on the refractive index can be a function, instead 

of a constant; error estimates may be used to infer levels of numerical noise acting on the system, this can 

supplement the evaluation of the GDP-FP algorithm; other regularization methods other than the L-Curve and the 

GDP-FP can also be evaluated.   
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