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Abstract. Due to the increasing demand for renewable energies, the wind energy industry has been in continuous
progress through studies that aim to contribute to its technological advancement. This work proposes the minimiza-
tion of the cost of energy (COE) of an offshore wind farm, given by the ratio between the cost of the farm and its
annual energy production (AEP). For this purpose, the layout (continuous variables) and the different commercial
types of each wind turbine (discrete variables) were considered as decision variables. Furthermore, econometric
models were used to estimate the costs due to wind farm rated power, length of interconnection electricity ca-
bles between wind turbines, and different water depths to account for the supporting structures as a function of
the installation layout for each wind turbine. To account for the mutual interference of the flow among the wind
turbines and its impact on the AEP, and for comparison purposes, this study was conducted under two analytical
wake models in the optimization process, namely, Gaussian wake model and the well-known Jensen wake model.
The performance of the wind farm, subjected to different wind conditions, was then evaluated as a function of the
probability of occurrence of wind direction and speed throughout the year to account for the AEP. To solve this
optimization problem, the metaheuristics (Genetic Algorithm and Differential Evolution) were employed, resulting
in a comparative study of their performance.
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1 Introduction

Due to the increasing demand for renewable energies, the advancement of the onshore and offshore wind
industry has become increasingly necessary to meet the demands and solve the main challenges of the sector [1].
One of these challenges is the wake interaction between wind turbines, which are positioned close together due to
reduced cabling costs, easier construction and maintenance, and reduced land requirements [2]. With the growth
of offshore wind farms, the cost due to offshore structures, as well as the wind turbine cost and cabling cost,
plays an important role in the whole wind farm design [3, 4]. The most applied approach in wind farm layout
optimization (WFLO) is the usage of optimization metaheuristics, and since the classic work by Mosetti et al. [5],
which applied the genetic algorithm with binary encoding and the Jensen wake model [6] on solving WFLO, many
other metaheuristics and wind farm performance evaluation approaches have been applied on this topic [7, 8]. This
paper proposes the minimization of the cost of energy (COE) of an offshore wind farm accounting for the layout
and the different commercial types of each wind turbine selection. Computational experiments are performed
considering different wind conditions, commercial wind turbines, wind farm performance assessment approaches
and optimization metaheuristics. The remainder of this paper is organized as follows: Section 2 describes the
main wind farm performance assessment approach adopted. Section 3 provides the cost assessment model used,
which accounts for wind turbine, cabling and offshore supporting structures costs. The formulation of the WFLO
problem and presentation of optimization metaheuristics applied are conducted in Section 4. Section 5 presents the
numerical experiments and the analysis of their results. The paper ends with the conclusions reported in Section 6.

CILAMCE-2022
Proceedings of the XLIII Ibero-Latin-American Congress on Computational Methods in Engineering, ABMEC
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2 Wind farm performance

In the present work, the performance of the wind farm is evaluated through the annual energy production
(AEP ), calculated according to Gonzalez-Rodriguez et al. [9] by eq. (1):

AEP = T

Nt∑
i=1

∫ ucut−out

ucut−in

∫ 360◦

0◦
Pci(νi(u, θ))f(u, θ) dθ du , (1)

where T is the total annual operation time of the wind farm; Nt is the number of installed wind turbines; ucut−in

and ucut−out are the cut-in and cut-out wind speed, respectively; Pci is the power curve of wind turbine i; νi is the
effective wind speed at wind turbine i; u and θ are the atmospheric freestream wind speed (at a reference height
H) and wind direction, respectively. In addition, f(u, θ) is the probability density function of occurrence of the
pair (u, θ) throughout the year. The evaluation of νi was performed using the analytical Gaussian wake model
proposed by Bastankhah and Porté-Agel [10] and shown in eq. (2).

u∞ − uwake

u∞
=

(
1−

√
Ct

8(k∗x/d0 + ϵ)2

)
× exp

(
− 1

2(k∗x/d0 + ϵ)2

{(
z − zh
d0

)2

−
(
y

d0

)2})
, (2)

where Ct, d0 and zh are the thrust coefficient, the rotor diameter, and the hub height, respectively; u∞ is the
vertical wind speed profile in the atmospheric boundary layer and uwake is the wake speed in a position (x, y, z),
where x is the downwind location along the wind direction, y is the perpendicular distance to the wind direction
and z = 0 on the ground; k∗ is the wake growth rate; ϵ is the linear coefficient of the linear wake region ex-
pansion assumption proposed by Bastankhah and Porté-Agel [10] and its value is obtained through the relation
ϵ = 0.25

(
0.5×

(
1 +

√
1− Ct

)
/
√
1− Ct

)0.5
[10]. Niayifar and Porté-Agel [11] have proposed a relationship

for k∗ as a function of turbulence intensity I , given by: k∗ = 0.3837I + 0.003678. The total turbulence intensity
is obtained by I2 = I20 + I2wake [12], where I0 is the atmospheric turbulence intensity and Iwake the turbulence
intensity added by the wake, calculated as Crespo and Hernández [12] by eq. (3).

Iwake =

0.362
(
1−

√
1− Ct

)
, x < 3d0

0.73
(
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√
1−Ct

2

)0.83
I−0.0325
0

(
x
d0

)−0.32

, x ≥ 3d0 .
(3)

It was considered neutral atmospheric stability for the atmospheric freestream velocity and turbulence in-
tensity profile [13, 14], making it possible to use the logarithmic profile [15]. The wake superposition model by
Niayifar and Porté-Agel [11], shown in eq. (4), was applied to resolve the wake superposition of the Nt wind
turbines within the wind farm, and thus evaluate νi in each wind turbine i as follows:

νi = u∞ −
NM∑
k=1

(uk − uki) , (4)

where NM is the number of wind turbines upstream of the wind turbine i; uk is the effective velocity in each
upstream wind turbine k and uki represents the wake speed of the wind turbine k wake evaluated in position
(xi, yi, zi) of wind turbine i. Because this is an analytical model, νi was evaluated only in positions of interest,
in order to reduce computational cost. Therefore the wake speed was evaluated at 9 points of interest for each
wind turbine, as shown in Fig. 1a [2], and νi is evaluated as an average of these values in each wind turbine. The
performance of each wind turbine i is evaluated according to its power curve Pci(νi), given by eq. (5):

Pci(νi) =


0, νi ≤ ucut−in

fpoweri(νi), ucut−in < νi ≤ uRatedi

PRatedi
, uRatedi

< νi ≤ ucutout

0, νi > ucut−out ,

(5)

CILAMCE-2022
Proceedings of the XLIII Ibero-Latin-American Congress on Computational Methods in Engineering, ABMEC
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where fpoweri(νi) is an interpolation function created by the points provided by the manufacturer for the power
curve of each wind turbine, PRatedi

is its rated power and uRatedi
is the wind speed at which PRatedi

is reached.
Fig. 1b shows the power curves of the different wind turbine models considered in this work, obtained from
TheWindPower.net [16].

(a) Points of interest for evaluating νi (b) Power curves Pci(νi)

Figure 1. Performance of the wind turbines

In order to estimate the AEP of the wind farm for different values of u and θ, which leads to different wind
farm performance throughout the year, it was taken into consideration the probability density function f(u, θ) in
such a way that

∫ ucut−out

ucut−in

∫ 360◦

0◦
f(u, θ) dθ du = 1 [17, 18].

3 Cost Model

To account for the wind farm cost, defined here as CostWF = CostWT +CostCables +CostSup.structures,
the wind turbine cost was taken into account (CostWT ), as well as the cost due to total length of the electrical
interconnection cables (CostCables) and the cost of the wind turbine supporting structures (CostSup.structures).
The portion of the cost due to the wind turbines and the cable length are given by eq. (6) and eq. (7) [4], respectively.

CostWT = 1374×

(
Nt∑
i=1

PRatedi

)0.87

, (6)

CostCables =
[
(4.26× 10−4 ×A+ 2.324× 10−1)+

(−2.2684× 10−3×Nt + 3.8018× 10−1)
]
× Lc,

(7)

where Lc is the total length of the cables and A is its cross sectional area. It was adopted an average value of
A = 260mm2 among the values presented by Gonzalez-Rodriguez [4]. Lc is calculated according to the distance
∆ij =

√
(xi − xj)2 + (yi − yj)2 | j ̸= i and i, j ∈ [1, Nt] between a given wind turbine i and all the other wind

turbines j. For each wind turbine i, a portion of the total length is added corresponding to the average distance
between the three wind turbines j adjacent to it, i.e., those three wind turbines j with smaller ∆ij values. The
cost CostSup.structures is related to a water depth (WD) function, which models water depth until the seabed as a
function of the coordinates (x, y). In this way, the WD function evaluated at each wind turbine i position returns
the water depth for each installation position, i.e., WDi(xi, yi). Eq. (8) considers the cost of the supporting
structures of each wind turbine i as a function of WDi and PRatedi [4].

CostSup.structures =

Nt∑
i=1

(
0.9181×WD2

i − 31.433×WDi + 747.4
)
× PRatedi . (8)
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4 Formulation of the optimization problem and evolutionary algorithms

The optimization problem solved in this work is posed as eq. (9):

min COE(x) =
CostWF (x)

AEP (x)
,

subject to :
Nt∑
i=1

Nt∑
j=1
j ̸=i

ψij

dmin
≤ 0

xL ≤ x ≤ xU ,

(9)

where COE(x) is the cost of energy, dmin is the minimum distance allowed between a wind turbine i and another
wind turbine j, usually of 5 times a reference rotor diameter [19] and ψij = dmin −∆ij ⇐⇒ dmin −∆ij ≥ 0
and dmin − ∆ij < 0 =⇒ ψij = 0. It can be stated that this constraint will also hinder wind turbines of being
allocated in positions which violate the applicability of eq. (2) model, i.e., for downwind distance x/do ≤ 3 [10].
The design variables vector is x = {x1, y1, mod1, ..., xi, yi, modi, ..., xNt

, yNt
, modNt

}T , in which xi and yi
are continuous and represent the installation coordinate (xi, yi) for each wind turbine i, while modi is discrete and
represents the wind turbine i model, among those pre-established in Fig. 1b. The lower xL and upper xU bounds
for the decision variables are defined as −L/2 ≤ xi ≤ L/2, −H/2 ≤ yi ≤ H/2 and 1 ≤ modi ≤ NWTtypes ,
where L and H are the wind farm dimensions and NWTtypes

is the number of pre-established wind turbines.
To solve the optimization problem given by eq. (9), the PlatEMO platform was used [20] employing the

metaheuristics Genetic Algorithm (GA) and Differential Evolution (DE). Concerning the DE, in addition to the
classic mutation strategy implemented in PlatEMO (DE/rand/1), it was also included the DE/current to best/1
mutation strategy [21]. For such a purpose, a change was carried out in the original PlatEMO.

5 Numerical experiments

A total of 20 independent runs of the algorithms used in each of the cases specified in Table 1 was con-
ducted. In all cases Nt = 10 wind turbines were considered, whereby Vestas-V80/2000, Nordex-N90/2500,
Vestas-V112/3300 and Areva-M5000-116 imply modi equals to 1, 2, 3 and 4, respectively. The used water
depth function, in meters, was WD(x, y) = −0.002 ×

√
(x− 2500)2 + (y − 2500)2 − 30 and WD(x, y) =

−30 ∀(x, y) | (x − 2500)2 + (y − 2500)2 ≤ 10002. In the present work, a more simplified wind distribution
case was used, considering a single wind speed of u = 8 m/s (at a reference height H = 70 m) and occurring
in only 4 directions (0◦, 45◦, 90◦ and 135◦) with equal probability of occurrence each in f(u, θ). The population
size was also held constant for all cases (N = 200), the maximum number of evaluations of the objective function
(MaxFE = 1.5× 105) and for xL and xU the values of L = H = 12 km and NWTtypes = 4 were considered.

In addition to the Gaussian wake model of eq. (2), this work also addresses the widely used Jensen wake
model [6–8] as well as the wake superposition model [5, 6] for evaluating νi, as means of comparison between
both wake models. Unlike for the Gaussian wake model, in which νi was evaluated as discribed in Fig. 1a, for
the Jensen model the position of interest is only the coordinate (xi, yi, zi) of each wind turbine i, being zi its
hub height, since the effect of intersection between wake area and rotor area is already accounted as described in
Kunakote et al. [7].

Table 1. Numerical Experiments

Cases Algorithm Algorithm Parameters [20] Wake Model

C1 DE/Current to best/1

CR = 0.9 ; F = 0.5

Gaussian
C2 DE/Current to best/1 Jensen
C3 DE/Rand/1 Gaussian
C4 DE/Rand/1 Jensen

C5 GA
proC = proM = 1 ; disC = disM = 20

Gaussian
C6 GA Jensen
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Table 2 shows a summary of the results for each case in Table 1. It can be seen that GA had a better per-
formance among all algorithms. It also noticed that the performance of the mutation strategy DE/current to best/1
outperforms the classic strategy DE/rand/1 in this study case. Fig. 2 shows the evolution of the objective function
(eq. (9)) over the evaluations for each case. It can be seen that the mutation strategy DE/rand/1 had difficulties
in converging within the MaxFE allowable evaluations, in both wake models (C3 and C4), being worse than
DE/current to best/1. So the strategy DE/current to best/1 will be used in the following comparisons with GA.

In all cases the choice of model for each wind turbine converged to model 3, as expected, given the only wind
speed that occurs in the wind farm 8 m/s and, by analyzing the Fig. 1b and eq. (6), it can be observed that the model
3 wind turbine has the highest conversion capacity at the lowest cost for this wind speed. The only exception was
case C3, which pointed out one of the wind turbines with model 2.

Fig. 3 shows the layouts proposed for each case. It can be observed that for all of them, the positioning of
the wind turbines tended towards the region with lower water depths, in order to reduce the costs of the supporting
structures. Fig. 4 and Fig. 5 show, for the Gaussian and Jensen wake models respectively, the wind speed fields at
the hub height of the wind turbines (zh) and the wind farm layout efficiency ηWF , measured by means of νi at each
wind turbine i and the freestream wind speed at hub height uzh for each wind direction θ along the Nθ directions
considered in the optimization, as ηWF =

(∑Nθ

n=1

∑Nt

i=1 νi(θn)
)
/(Nt ×Nθ × uzh).

Table 2. Summary of results for each case (C.), where fmin means the best result, fmax the worst, fmean the
average and σf means the standart deviation.

C. fmin fmax fmean σf C. fmin fmax fmean σf C. fmin fmax fmean σf

C1 1.179 1.231 1.204 0.015 C3 1.288 1.333 1.308 0.014 C5 1.172 1.185 1.176 0.004
C2 1.155 1.185 1.168 0.008 C4 1.240 1.295 1.273 0.013 C6 1.144 1.161 1.149 0.004

Figure 2. Cost of energy vs. function evaluation acordding to each case

(a) C1 (b) C2 (c) C5 (d) C6

Figure 3. Comparison of layouts for cases C1, C2, C5 and C6

Although the result of case C6 presented the lowest value of COE, equal to 1.144, when the layout proposed
by this case is evaluated according to the Gaussian wake model, the cost of energy becomes COE = 1.335, i.e.,
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(a) θ = 0◦ (b) θ = 45◦ (c) θ = 90◦ (d) θ = 135◦

(e) θ = 0◦ (f) θ = 45◦ (g) θ = 90◦ (h) θ = 135◦

Figure 4. Wind speed field of the best run with GA: (a)-(d) (ηWF = 99.5896%) and with DE: (e)-(h)
(ηWF = 99.6787%) using Gaussian wake model.

(a) θ = 0◦ (b) θ = 45◦ (c) θ = 90◦ (d) θ = 135◦

(e) θ = 0◦ (f) θ = 45◦ (g) θ = 90◦ (h) θ = 135◦

Figure 5. Wind speed field of the best run with GA: (a)-(d) (ηWF = 100.00%) and with DE: (e)-(h)
(ηWF = 100.00%) using Jensen wake model.

larger than the one obtained by case C5. This is due to the Jensen model underestimating the velocity deficit
(u∞ − uwake)/u∞ [10].

6 Conclusions

Through the comparison performed between the both wake models, it is concluded that although the Jensen
model is faster than the Gaussian model, the Jensen model leads to layouts underestimating the velocity deficits,
i.e., the wake effects among the wind turbines. The comparison between the different mutation strategies for the
DE showed that the DE/current to best/1 strategy outperforms the classical DE/rand/1 for this case study, however
GA showed slightly superior results.
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