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Abstract. The high emission of atmospheric pollutants in large urban centers causes several harms to population 

health. Thus, it is necessary to evaluate the negative impact of its concentration to assist in decision-making and 

public policies by government agents. Several modeling techniques have been used to assess the effects of air 

pollution on human health. However, due to their greater flexibility in analyzing the complex nonlinearity of 

environmental data, Artificial Neural Networks (ANN) have been shown to be the most attractive approach for 

solving such data modeling problems. This work aimed to compare the performance of two artificial neural 

networks, Multilayer Perceptron (MLP) and Extreme Learning Machine (ELM) in estimating the number of 

hospital admissions for cardiovascular diseases due to the concentration of fine particulate matter (PM2.5) in 

Joinville, Brazil. Daily PM2.5  concentration and meteorological variables were considered as input variables. MLP 

network was able to achieve better performance to estimate hospital attendance because of these environmental 

conditions after three days of PM2.5 exposure. The results demonstrate that ANN can be used to predict hospital 

admissions due to air pollution levels or adverse meteorological conditions and therefore, be used to guide 

government public policies on air quality and health risk assessment. 

Keywords: extreme learning machines; multilayer perceptron; particulate matter; prediction.  

1  Introduction 

Cities are well-known centers of pollution sources as they shelter 55% of the world’s population and 85% of 

its economic activities [1]. The high impact of air pollutants on human health is considered a dangerous reality 

that affects 99% of the world population [2]. Ambient exposure to PM2.5 has been estimated to cause more than 4 

million premature deaths worldwide in 2016, and 118 million lost Disability-Adjusted Life Years (DALYs), being 

the main driver of air pollution’s burden disease worldwide [3], [4]. Therefore, as a public health problem, 

understanding the association between air pollution and adverse health effects is essential to control and manage 
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its risks. 

To better understand the influence of air pollution on the population’s health several modeling techniques 

such as Generalized Linear Models (GLM) and Generalized Additive Models (GAM) have been used to assess the 

effects of air pollution on human health [5]–[11]. However, when analyzing the complex nonlinearity of 

environmental data, the greater flexibility of Artificial Neural Networks (ANN) has shown them as the most 

attractive approach for solving such data modeling problems, even more in developing countries where the lack 

of data is a reality, as is the case in most Brazilian cities. The ANN have an intrinsic learning capability and 

generalization ability [12]–[14], and consequently, are important candidates to solve mapping problems [15].  

In this work, we compared the performance of two artificial neural networks, Multilayer Perceptron (MLP) 

and Extreme Learning Machines (ELM) in estimating the number of hospital admissions due to air pollution 

exposure. The MLP is the most known and frequently used artificial neural network, while ELM are relatively 

new and, as unorganized machines, their adjustment is simple and fast, requiring only a short time to be trained 

[11], [15]. The goal of this study is to forecast morbidity from cardiovascular diseases, considering variables 

regarding air pollution in an urban-industrial region in the municipality of Joinville, in southern Brazil. 

2  Material and methods 

In this section, the considered problem; data collection and characterization; artificial neural networks 

characteristics; and computational details were presented. 

2.1 Considered problem 

The case study considers the concentration of particulate matter with an aerodynamic diameter less than or 

equal to 2.5 micrometers (PM2.5) and meteorological influence on hospital admissions for cardiovascular diseases 

in Joinville, an important industrial city in southern Brazil. Joinville is the most populous city in Santa Catarina 

State, it has about 600,000 inhabitants covering an area of 1,125 km² [16]. To our knowledge, this is the first study 

related to predictive modeling of air pollution health outcomes in Santa Catarina State. Beyond this, while there 

have been other studies employing ANN to assess the effects of air pollution on human morbidity and mortality, 

this is the first to model hospital admissions for cardiovascular diseases associated with exposure to ambient PM2.5. 

2.2 Data collection and characterization 

The input variables are characterized as air pollutants (PM2.5 concentration) and meteorological conditions 

(temperature, relative humidity, and precipitation). The considered output was morbidity for cardiovascular 

diseases. PM2.5 concentrations were collected daily from August 2018 to February 2020. Daily hospital admission 

data due to cardiovascular health problems (Codes I00-I99 from the International Classification of Diseases – ICD 

10) were obtained from the Informatics Department of the Unified Health System (DATASUS) using the 

microdatasus package in R [17]. It is necessary to highlight that the information comprises only public health, 

disregarding data from health insurance and private morbidity. Meteorological data were obtained from Santa 

Catarina Civil Defense’s meteorological stations’ network and from the Airport station (SBJV) available on the 

MESONET website [18]. The precipitation was obtained from the rain gauge network of CEMADEM [19]. As 

such database is given in 5-min intervals, we calculated the daily averages. For missing data, homogenization and 

interpolation were done using the Climatol package in R [20], [21]. Besides that, the temporal variables ‘day of 

the week’ and ‘holidays’ were also included as input, since, like meteorological variables, they are important local 

confusion factors that control acute changes in air pollutants levels as well as hospital admission patterns. 

2.3 Artificial Neural Networks 

The basic information-processing unit fundamental to the operation of a neural network is the artificial 

neuron, the most basic structure of an ANN, i.e., the functional units responsible for processing the information 

and providing the output response [22]. In a layered neural network, the neurons are organized in the form of 

layers, comprising an input layer, one or more hidden layers, and an output layer. Each node, or artificial neuron, 
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connects to another and has an associated weight during the training process. The learning algorithm used to train 

the network is given by its structure, i.e., the way the neurons are linked. The two ANN architectures used in this 

study are described below (further details can be found in Haykin [12] and Araújo et al. [15]) 

Remark 1: Multilayer Perceptron (MLP). MLP is a feed-forward neural network, in which the information flows 

only in one direction: from the input to the output layer [12], [13]. It is a universal approximator suitable for dealing 

with static problems since it can approximate any nonlinear function if they are limited, continuous, differentiable, 

and defined in a compact space [11], [12], [15]. In an MLP, the artificial neurons are distributed in three kinds of 

layers. From an input layer, the data is transmitted to an intermediate (hidden) layer, where the neuron performs a 

nonlinear transformation, mapping the input signal to another space. Then, the signal is sent to the output layer, 

where an output signal is generated based, generally, on a linear combination. As a feedforward model, neurons 

from the same layer are disconnected while those from disjoint layers exchange information  [23]. During training, 

the adjustment of the weights of the neurons is performed in two phases: the first is a forward propagation, in 

which the signals from a training set sample are propagated layer by layer, and during the second phase, the errors 

are propagated in a recursive manner while the weights are adjusted through some adjustment rule [12], [13]. The 

steepest descent algorithm is commonly used to tune the MLP, in which the derivatives are calculated via the 

backpropagation method [15].  

Remark 2: Extreme Learning Machines (ELM). As well as MLP networks, ELM is a feedforward model with a 

single intermediate layer. However, they are unorganized machines (UM) whose intermediate neurons have 

weights that are chosen in a random and independent way and, the training process sums up in finding the best set 

of weights of the output layer. In UMs, the training process is simpler and computationally efficient because the 

neurons of the single intermediate layer remain untrained without losing performance [24]. Therefore, the 

adjustment process is solely involves finding the best set of neuron weights in the output layer, which is, a linear 

combiner [14], [15]. To realize this task, Huang et al. [24] suggest the use of the Moore-Penrose generalized 

inverse operation as it simultaneously minimizes the norm of the output weight vector and the mean square errors 

between the network output and the desired signal. 

2.4 Computational Details 

The computational step involved the six input variables, and the desired signal (target) was morbidity 

(number of hospital admissions due to cardiovascular diseases). The performances were evaluated considering all 

inputs at the same time. It is important to consider that the impact of air pollution on human health in terms of 

hospital attendance can happen a few days after exposure. Therefore, this analysis was performed from zero to 

seven days after exposure (lag days), as it is common to investigate in epidemiological studies [25]. The two neural 

models previously described were applied: MLP and ELM. 

The data were divided into three sets: 

Training: from 09/01/2018 to 06/19/2019 (349 samples); 

Validation: from 06/22/2019 to 10/06/2019 (100 samples); 

Test: from 10/07/2019 to 01/24/2020 (100 samples). 

During the test, 30 simulations were performed for each series. The number of neurons was defined 

empirically by previous tests, initiating with three, then five and after that with an increase by increments of five 

until reaching 200 units. All the ANN present only one hidden layer, with the linear identity function in the output 

neurons as an activation function, and the hyperbolic tangent in the hidden layer. In addition, the weights were 

generated randomly in the range [-1; 1] as well as data were normalized in the same interval The adopted 

performance metrics were the Mean Square Error (MSE), the Mean Absolute Error (MAE), and the Mean Absolute 

Percentage Error (MAPE) [26]. For reference, the model is more accurate as lower are the MSE and MAPE 

measures.  
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3  Case study 

During this period, the daily number of hospital admissions varied from 3 to 29 for cardiovascular diseases, 

PM2.5 concentrations ranged from 0.17 – 35 µg.m-3, mean temperature from 13 to 35ºC, relative humidity from 54 

to 92%, and daily precipitation summed up to 110 mm.  

The city presents PM2.5 concentrations above both (annual mean of 5µg m-3 and 15 µg m-3 24-h mean) of the 

Air Quality Guidelines established by the World Health Organization. In the study period, September was the 

month with the highest morbidity (15 ± 6), while the minimum occurred in December (11 ± 4). In Fig. 1, the 

behavior of the morbidity database during the studied period is shown. It is possible to observe the seasonal 

behavior of the morbidity data, as well as the influence of the temporal variable “day of the week”, in which the 

number of hospital admissions increases from Monday (10 ± 3) to Sunday (16 ± 5).  

 

Figure 1. Number of hospital admissions for cardiovascular diseases during the period of study 

The models’ performance is summarized in Tab. 1. The achieved values are from the best results among 30 

independent simulations and the best performance is highlighted in bold. Considering the conflicting results based 

on distinct error metrics to evaluate the performance, the best configuration was selected prioritizing the MSE 

value in the validation set since it penalizes higher errors [11], [13]–[15]. Therefore, the Multilayer Perceptron 

(MLP) architecture achieved the best overall results for morbidity, with a Mean Square Error (MSE) of 16.9.  

Table 1. Computational results for cardiovascular diseases using ANN. “Lag” indicates the corresponding lag 

days from exposure, “ANN” being the acronym for the Artificial Neural Network model tested, “NN” the 

number of neurons in the neural models’ hidden layer 

Lag ANN NN MSE MAE MAPE 

0 ELM 50 36.2 4.86 38.8 

 MLP 20 17.9 3.30 34.5 

1 ELM 20 20.7 3.54 31.3 

 MLP 20 17.1 3.20 34.5 

2 ELM 40 30.2 4.43 41.6 

 MLP 20 17.9 3.31 36.0 

3 ELM 50 28.4 4.29 39.5 

 MLP 20 16.9 3.26 35.6 

4 ELM 40 26.4 4.18 35.9 

 MLP 20 17.9 3.39 33.8 

5 ELM 50 21.5 3.71 33.3 

 MLP 20 17.0 3.30 33.3 

6 ELM 30 26.3 4.06 33.0 

 MLP 20 17.9 3.37 33.5 

7 ELM 20 32.5 4.62 36.8 

 MLP 20 18.4 3.40 36.8 
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As shown in Fig. 2, the neural model achieving the best results also presents the smallest dispersion in the 

boxplot of the MSE, demonstrating that the MLP model is the best suitable for the prediction of cardiovascular 

diseases in this case study 

 

Figure 2. Boxplot of MSE of the best scenario for MLP (lag 3) and ELM (lag 1) 

Friedman’s test with a 95% confidence interval was applied to the MSE of the test sets and a p-value below 

0.01 (4 10-8) was achieved, which indicates a significant difference when changing the neural model. In addition, 

to assure that using ANN is the best choice, we applied a Generalized Linear Model (GLM) with Poisson 

Regression. As expected, the achieved errors were higher than for either neural model (MSE = 158, MAE = 110.5, 

and MAPE = 87). This better performance of ANN was also observed in Campinas and São Paulo by Araújo et al. 

[15], when exploring respiratory health effects of ambient PM10 exposure, and by Kassomenos et al. [27] in Athens, 

when studying cardiorespiratory hospital admissions due to air pollution exposure. 

The MLP neural model achieved better results (i.e., lowest MSE) than ELM for all lags. It corroborates with 

the results achieved by Polezer et al. [10], Araújo et al. [15], and Tadano et al. [28] in other air pollution 

epidemiological studies exploring respiratory health effects of air pollution exposure in Curitiba [10], Campinas 

and São Paulo [15; 28]. However, it is important to highlight that the best results may be given by different models 

as it depends on the dataset behavior and input variables considered, as it was observed by Kachba et al. [11] and 

Tadano et al. [28]. 

4  Conclusions 

The levels of air pollution given by the observed PM2.5 concentrations during the study period in 

Joinville/Santa Catarina are of concern to public health since they exceeded the recommended levels. Moreover, 

the lack of information about air quality due to financial resources is a reality in most developing countries, like 

Brazil, hindering the use of traditional statistical regressions to estimate the impact of air quality on human health.  

To the best of our knowledge, this is the first study on predicting hospital admissions for cardiovascular 

diseases due to air pollution using Artificial Neural Networks (ANN). Even though this is a preliminary 

investigation, ANN performed better than traditional statistical regressions considering the database behavior. 

Therefore, this study points out the major contribution that ANN can bring to epidemiological studies as they make 

it possible to assess impacts even when traditional models do not fit well.  

In this study, we employed ANN using unpreprocessed raw data and since seasonal and trend patterns can 

have significant impact on various forecasting methods, data processing may improve even more the forecasting 

performance. As with most known methods, the main difficulty of forecasting extreme events of the number of 

hospital admissions remains. These challenges will be explored in future studies. 

Weather patterns have great impacts on pollutants concentration, leading to similarities or differences in their 

temporal and spatial patterns over broad regions. Therefore, it is proposed that the performance of ANNs for 

forecasting cardiovascular health effects of air pollution exposure should be tested with datasets from different 

locations and, by exploring its capacity to deal with limited data, even grouped by seasons (when a sufficiently 



Artificial Neural Networks applied to assess the impact of PM2.5 

CILAMCE-2022 

Proceedings of the joint XLIII Ibero-Latin-American Congress on Computational Methods in Engineering, ABMEC  
Foz do Iguaçu, Brazil, November 21-25, 2022 

large dataset is available). 
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