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Abstract. Object detection in images has been one of the biggest challenges for computer vision researchers. This
paper presents a case study on screws and nuts detection and classification. The identification of screws is not a
trivial task. There are about 1,500 unique bolts, and in some cases, the differences between the two pieces involve
only tiny details, making identification difficult for untrained people. The experiments used an MVTec Screws
dataset with 384 images of bolts and nuts on a wooden background. The classification problem consists of 10
classes that differ in the length and width of the screws or nuts diameter, the color of the metal, and the shape
of the screw head, tip, or thread. Objects in some images are separated, in others ones, objects are together or
overlapped. For screws and nuts detection and classification, the network YOLOv4 and the Darknet framework
were used for training and inference. Performance was evaluated considering detection and classification after
4,200 epochs run. The results in detection, in terms of IoU and mAP, scored 77.79% and 97.79%, respectively. In
classification tasks, all classes reached above 99% F1-Score.
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1 Introduction

Object detection in images is one of the most important machine vision tasks Ulrich et al. [1]. Because of
its wide application, this topic has attracted the attention of industry and academia. In the last few years, the
rapid advances in deep learning techniques have greatly accelerated the momentum of object detection. With deep
learning networks and the computing power of GPUs, the performance of object detectors has greatly improved,
achieving significant advances. The state-of-the-art object detection methods can be divided into two approaches.
While two-stage detection techniques offer the advantage of high accuracy in detecting and locating objects, one-
stage detectors predict bounding boxes directly over the images. This process consumes less time and can be used
in real-time applications.

This paper presents a case study on screws and nuts detection and classification. The identification of screws
and nuts is not a trivial task. There are about 1,500 unique types of screws, and in some cases, the differences
between the two pieces involve only tiny details, making identification difficult for untrained people. The proposal
is to use YOLO (You Only Look Once) network Bochkovskiy et al. [2], based on the one-stage approach, which
uses a single structure to generate the bounding boxes and to estimate the class probabilities directly from the
images. The classification problem consists of 10 classes from MVTec Screws dataset Ulrich et al. [1].

The remainder of the paper is organized as follows, the next section presents related works. Then, there is a
description of the materials and methods, followed by the experiments, results, and discussion. Finally, we present
the conclusions and future works.
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2 Related work

Detecting and classifying types of objects with specific characteristics and applications has been the effort of
many researchers who use computer vision techniques with deep learning. There are many architectures available
in the literature for this task. In this section, we’ve selected articles that accomplish this task with a version of
YOLO. One is the system proposed by Mangold et al. [3], which can locate and classify six different types of
screw heads of varying sizes using two versions of YOLOv5 to adapt the robot’s end-effector. The mean average
precision (mAP) was above 0.98 for training data (550 images) and accuracy of 84.6% for the on-site validation.
The proposal of Qiu et al. [4] is an improved YOLOv4 model, combining YOLOv4 with MobileNet lightweight
convolutional neural network to detect insulator detection. The detection results of transmission line insulator
and defect images show that the detection accuracy of the proposed model can reach 93.81%, and the detection
accuracy can be further improved to 97.26% after the image preprocessing.

The work of Lee et al. [5] proposes a method using YOLOv3 to find the center value and orientation of an
object even when the shape is not uniform such as a bolt. A data set for learning was produced by taking 1,000
images of bolts and nuts placed randomly on the floor. The work uses the Labelimg software for the labeling task.
Bolt is divided into three classes: Whole bolt, Bolt head, and Bolt tail. On the other hand, the shape of the nut
is circular, so one class is enough for nut detection and its geometric information. All four classes showed an
accuracy of 90% or more, and the nut was 100% accurate.

3 Methodology

This section describes the carried out steps to implement the detecting and classifying screws and nuts system.
The used dataset is presented, as well as the procedure for the detector’s parameters settings.

3.1 Dataset

The MVTec Screws dataset used in the experimental phase was obtained from a repository, provided by
Ulrich et al. [1], which can be referenced for academic purposes for free. The dataset consists of 384 images in
total, from different kinds of screws and nuts on a structured wooden background. All images in this application
are 8-bit three-channel RGB color images of size 960 × 720 pixels. Among the images, there are 13 different object
categories. However, in this work, only 10 of the 13 categories have been used for object detection purposes. The
categories differ in the length and width of the screw or the diameter of the nut, the color of the metal, and the
shape of the screw’s head, tip, or thread. Figure 1, in the left, illustrates an example of a typical image from the
dataset, showing some objects. As can be seen on the right, in some particular images, objects might be touching
or overlapping each other. Such a situation offers an additional challenge for object detection and classification
algorithms.

Figure 1. Examples of images from the dataset showing, at left the categories of the different objects, and at right
overlapped objects. Source: Ulrich et al. [1].

3.2 Preprocessing and dataset preparation

In this work, between the 13 categories, only 10 were used in the experiments, being, six types of screws
and four types of nuts, which can be seen in Fig. 2. Considering an object detection supervised approach, in the
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training phase of the network it is mandatory that the location of each object of all categories be annotated in the
whole dataset images. Object annotations have been carried out using the Labelimg software Tzutalin [6], which
is a free open source tool for labeling images graphically. By using the labeling tool it is possible to manually label
objects in images and export a file containing the indication of the associated class and the respective coordinates
of the label created Tzutalin [6]. As a result of the annotation phase, 3,143 objects were labeled. Table 1 shows
the number of objects by category after the annotation phase.

Figure 2. Tags versus imagens selecionadas. Source: adapted from Ulrich et al. [1]

Table 1. Object categories in the dataset.

Class Object Name Train Validation Number of Objects

0 n0 179 90 269

1 n1 235 100 335

2 n2 235 100 335

3 n3 206 104 310

4 n4 204 105 309

5 n5 223 88 311

6 n6 246 87 333

7 n7 241 90 331

8 n8 216 93 309

9 n9 209 92 301

Total 3143 2194 949

3.3 YOLO

YOLO network is based on the single-stage detection principle and uses a single neural network to predict
bounding boxes and class probabilities directly from images in a Redmon et al. [7] evaluation. The last version
of YOLO architecture is YOLOv6, however, in this work, the authors used version 4 (YOLOv4, released in April
2020), since it achieved good performance for the problem at hand.

According to Bochkovskiy et al. [2], if compared to YOLOv3 Redmon and Farhadi [8], the YOLOv4 main
characteristics are the improvement in inference speed and accuracy. Also according to Bochkovskiy et al. [2],
another important feature is the fact it is more efficient to run on GPUs, because it was optimized to use less
memory. In addition, Espı́ndola et al. [9] points out that the accuracy of YOLOv4 is higher than that of YOLOv3.
The YOLOv4 overall network Fig. 3 architecture consists of three parts: (i) backbone: CSPDarknet53, (ii) neck:
SPP, PAN, and (iii) head: YOLOv3.

In the screws and nuts detection and classification problem, the subject of this paper, the so-called YOLOv4
network has been applied, by using the Darknet architecture Redmon [10]. The use of YOLOv4 for detection
purposes requires the prior configuration of some hyperparameters Espı́ndola et al. [9]. According to Gao and
Zhong [11], because it defines the number of samples to work with before updating the parameters of the internal
model, the most important one is the batch size. In this paper, the batch size was set to 64. The subdivision
parameter indicates the memory consumption, if the value is too low, the memory consumption will be high
and the model may not run within Google Colaboratory. In this work, the value used was 64. Width and height
parameters refer to the width and height dimensions of the dataset images, in pixels. The values of such parameters
must be divisible by 32, and considering the YOLOv4, by default, is 608x608.
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Figure 3. YOLOv4 network architecture. Source: adapted from Bochkovskiy et al. [2]

3.4 Training and validation settings

Deep learning models require a large amount of data to get better performance than other techniques, need
GPUs, and take a long time to train. The transfer learning technique can overcome these limitations of deep
learning methods by reusing a trained model on a specific task as part of the training process for a different task
with a small amount of data [12].

In a general way, the number of epochs to train machine learning models is proportional to the number
of categories in the dataset. In the case of YOLOv4, according to Bochkovskiy et al. [13], 2,000 iterations are
necessary for each class. Therefore, as in the present problem there exist 10 categories, the ideal number would
be 20,000 iterations. In the experiments carried out in this work, tests were executed in with 100, 430, 2,200,
3,700, and 4,200 epochs. In each training step, weights were stored and evaluation metrics calculated to verify the
network’s performance in the corresponding number of training epochs.

In the model building phase, initially, from the sample total amount in the dataset, 15% (34 samples) were
separated to be used in the testing phase. From the remaining 350 samples, 70% were used in the training phase
and 30% were applied to validate the model. To constitute the test set, 18 samples obtained from Google Image
were added to the 34 initially separated samples of the original data set MVTec. All experiments were run on the
Google Collaboratory Python Notebook, using a Google Pro GPU, CUDA 10, cuDNN, and OpenCV.

3.5 Evaluation measurement

The performance of the models was evaluated using the IoU, mAP, and F1-Score metrics Espı́ndola et al.
[9]. Intersection over Union (IoU) is an evaluation metric used to measure the accuracy of an object detector.
In practice, IoU is a value that quantifies the degree of overlap of the predicted bounding box coordinates to the
ground truth box. Higher IoU indicates the predicted bounding box coordinates closely resemble the ground truth
box coordinates.

The mean average precision (mAP) metric is the mean value of Average Precision (AP), which is calculated
separately for each category based on the recall and precision values. The mAP compares the ground-truth bound-
ing box to the detected box and returns a score. The higher the score, the more accurate the model is. Usually, IoU
and mAP metrics are efficient in object detection tasks, however, they are not suitable in classification tasks. In
this way, the F1-Score metric was used to verify the model’s performance in classifying the objects.

4 Results and discussions

Figure 4 and Fig. 5 show the performance of the model in detecting the objects in the training phase. In Fig. 4,
results are presented in terms of IoU metric. As can be seen, in the initial training steps, from 100 to 420 training
epochs the IoU value remains stable at around 30%. Considering IoU measures the overlapping degree among the
predicted bounding box and the ground truth box, it means that at this training step the model’s performance in
detecting objects is very poor. As the number of training epochs increases in the range from 420 to 2,200 epochs,
the IoU value increases significantly, reaching a value of 77.71%, which means the screws and nuts detection
performance greatly improves. By analyzing the graph in Fig. 4 it can be seen that further increases in the number
of training epochs to values above 2,200 result in marginal increases in IoU. The maximum number of training
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epochs was 4,200, which resulted in an IoU value of 80.71%. However, the best model performance considering
IoU (81.53%) was obtained with 3,700 epochs.

Figure 4. IoU in the training phase.

Figure 5 shows the performance of the model in the training phase, considering the mAP metric. Similar to
what happened with IoU, in the initial training phase (from 100 to 200 epochs), the value of mAP was extremely
low (about 7.87%). Since mAP is an average of the AP values, which in turn is an average of the APs of all classes,
the low value of mAP means that in the initial training phase the model’s ability to correctly detect classes is very
low. Considering the number of epochs in the range 200 to 890, it can be seen that the greater the number of
epochs, the better the accuracy of the model. In 890 epochs the model’s average accuracy in correctly detecting
objects in each category is 95.71%. In the tests performed in this work, the highest value mAP was obtained when
the model was trained with 3,700 epochs (98.90%).

Table 2 specifies the performance of the YOLO network in detecting each class individually. For nine of
the 10 classes, the best performance was obtained with 3,700 epochs. According to the AP metric, the worst
performance was for class five, where the AP value was 96.81%. The network performance can be considered
acceptable at 2,200 epochs. Increasing the epochs number values above up to 2,200, few or no improvement in
class detection was noted. Overall, the network shows an excellent performance in correctly detecting objects of
all categories.

Figure 5. mAP in the training phase.

Since IoU and mAP metrics only evaluate the model’s performance in detecting objects, the F1-Score metric
was used to evaluate the model’s ability to classify the objects (six screw types and four nut types) into a specific
category among the ten possibles classes. Figure 5 shows the overall YOLOv4 network performance in classifying
the objects according to the network’s number of training epochs.

As with IoU and mAP metrics, it can be seen the classification performance in the range between 100 and
200 epochs is very poor. As the number of training epochs increases, in the range between 200 and 2,200 epochs,
the F1-Score value increases significantly. At 2,200 epochs, the F1-Score value is 98%. Further increase in the
number of epochs over 2,200 will not significantly improve the network’s performance in the object classification
task.
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Table 2. AP values in the testing phase.

Class 100 430 2200 3700 4200

0 1.32 48.89 98.89 100.00 97.75

1 2.08 54.04 100.00 100.00 100.00

2 1.09 78.86 100.00 100.00 100.00

3 0.86 61.61 92.20 99.04 100.00

4 7.07 78.79 99.04 99.05 99.04

5 38.19 57.05 97.37 96.81 96.62

6 6.36 46.74 98.91 99.47 98.41

7 16.20 71.46 97.72 98.86 98.85

8 3.42 86.98 96.36 .97.71 97.04

9 2.16 86.09 97.44 98.10 97.05

Figure 6. F1-score in the training phase.

4.1 Performance evaluation in the testing phase

For a more robust evaluation, the detection and classification capacity of the network was tested with the test
set as described in Section 3.4. As previously stated, the test set consisted of 15% of the images from the MVTec
collection and 18 images randomly acquired from Google Images.

Figure 7. Objects correctly detected and classified in the test phase and their respective bounding boxes. Source:
adapted from Ulrich et al. [1].
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Figure 7 presents the network performance in the test phase, detecting and classifying screws and nuts in an
image from the MVTec dataset, with the network trained at 2,200 epochs, i. The results considering the IoU and
F1-Score were, respectively, 77.79% and 98%. According to the IoU value obtained in the test phase, the network
successfully detected screws and nuts in the test images. In addition, the F1-Score value (98%) shows the high
network capacity in correctly classifying screws and nuts.

5 Conclusions

This work investigated a case study on the problem of detection and classification of screws and nuts. Con-
sidering the large number and different object types, computer vision systems can assist experts and ordinary users
in the screws and nuts identification. The obtained results in the testing phase (IoU = 77.79% and F1-Score = 98%)
in a 10 classes dataset, both in detection and classification, show, if properly configured, the YOLOv4 network
can be successfully used in such applications. As can be seen, the results based on the IoU, mAP, and F1-Score
metrics, obtained in the training and testing phases are very close, indicating the model shows no signs of overfit-
ting or underfitting, and, therefore, the network parameters are well-adjusted for the application. Since YOLOv4
network makes object detection and classification based on the one-stage approach, bounding boxes are directly
predicted over the images. As a result, object detection and classification based on such network architecture are
less time-consuming and, therefore, more suitable in real-time applications. In future work, retail software will be
developed to be applied in the industry.
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