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Abstract. With the emergence of the Covid-19 pandemic, sanitary barriers that use infrared thermography have 

become more relevant as a means of combating the spread of this type of disease, as it is a non-contact diagnosis 

method. A crucial factor when working with thermography is the emissivity of the analyzed surface, a base 

parameter that thermal imagers use to estimate the temperature. For human skin, researchers generally adopt the 

emissivity value of 0.98. However, this value considers only the condition of dry skin in its natural state. Therefore, 

it is necessary to estimate the emissivity of the skin in other conditions, such as sweating skin, which are common 

in passersby of sanitary barriers. In this paper, the authors present an experimental procedure to obtain the forehead 

emissivity of volunteers by using the electric tape method and a developed a computer program algorithm based 

on Planck's Law of Thermal Radiation to enhance this method. Both approaches, the electrical tape method with 

and without the developed algorithm, were applied to thermographic images of thirty-six volunteers. Both methods 

obtained similar results, showing that it is possible to use the developed algorithm with the electrical tape method, 

enabling emissivity estimates to be more efficient.   
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1  Introduction 

Infrared thermography has been increasingly relevant in the health field, specifically, when used for detecting 

people in a feverish state in sanitary barriers, it allows for measuring body temperature without contact and in real-

time [1]. In December 2019, SARS-CoV-2, the causative agent of COVID-19, was detected for the first time 

(Coronavirus Disease 2019) in China. In January 2020, the World Health Organization (WHO) declared the 

disease a global epidemic [2]. Thenceforth, several countries have adopted sanitary barriers based on infrared 

thermography. Since fever is one of the most common symptoms of this disease [3], one of the ways to combat its 

propagation is tracking of feverish people. Thus, this technique has gained prominence in the fight against the 

disease. The infrared radiation emitted by the inspected surface is the main parameter in metrological terms for 

temperature estimates by thermography, and its calculation uses the emissivity of this surface as the main 

parameter [4]. Literature indicates that the emissivity value of human skin varies between 0.95 and 0.99 [5]–[8]. 

In sanitary barriers, generally, a default value of 0.98 is adopted. However, this default value only corresponds to 

the state of natural and dry skin [8]. 

In 2009, Nishiura and Kamiya [9] performed a case study to verify the accuracy of the diagnosis of febrile 

states using infrared thermography. They concluded that the specificity and sensitivity for fever detection ranged 

from 50.8 to 70.4% and 63 .6% to 81.7%, respectively. The low reliability of the method may be because in the 

sanitary barriers, conditions that affect the emissivity, such as sweating of the skin or skin with some lotion, are 

not being considered. Another factor associated with low reliability in the diagnosis by infrared thermography is 
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the area of the body analyzed (ROI - region of interest), since different parts of the surface of the human body 

have different temperatures, despite the central temperature being practically constant. According to  [10], the face 

is the most suitable place for temperature measurement by thermography, as it represents the body's internal 

temperature with high fidelity, unlike other regions such as the wrist. In sanitary barriers, the forehead should be 

the ROI to be analyzed by thermal imagers, as it is the place most likely to be free of facial accessories.  

The thermal imager's embedded software, FLIR Tools 4.1, allows the manual insertion of the emissivity 

value of the surface to be analyzed. So that when reading the infrared radiation of this surface, it indicates the 

proper temperature. The initial procedure is to enter the emissivity of the tape used as a reference and take note of 

the tape and surface temperatures. The tape temperature reading corresponds to both surface and electrical tape 

temperatures. The apparent surface temperature is not read correctly since the emissivity corresponds only to the 

tape. Next, it is necessary to set the emissivity to the value at which the surface apparent temperature is equal to 

the initial temperature of the tape. Usually, this emissivity is defined by trial and error. Once the electrical tape 

and the surface are in thermal equilibrium, the new emissivity can be considered the correct emissivity of the 

analyzed surface [6], [11].  

The present work proposes to estimate the emissivity of human skin as a function of conditions such as dry 

skin, skin with facial lotion, and sweat skin. For this, we performed an experiment organized in steps, considering 

the acquisition of the forehead thermographic images of volunteers in three different skin states (dry, sweaty, and 

with lotion) and analyzing these images in the software provided by the thermal imager manufacturer. The first 

step was to estimate the emissivity using the electrical tape method, a technique widely used to find a surface 

emissivity being the tape emissivity previously known [11]. In this method, the electrical tape is glued to the 

surface to be inspected (forehead), waiting until both are in thermal equilibrium. Then, they capture the image with 

the thermal imager. Finally, we analyze the temperatures using the embedded software. Here it is possible to obtain 

and evaluate the reading of the apparent temperature of the tape and the surface. As one of the steps of this method 

involves the manual definition by trial and error of the emissivity parameter in the software, this work also proposes 

the development of a computational algorithm in the Python programming language that will have the function of 

automating this step. 

2  Methodology 

2.1 Physical-mathematical fundamentals 

For the trial and error step to be eliminated from methods to estimate the emissivity, such as the tape method, 

there is a need to develop a computational algorithm that, upon receiving the temperature and emissivity 

information of the object used as a reference, and the apparent surface temperature, estimate the emissivity of that 

surface automatically. Building this software required a review of Planck's Radiation Law and its relationship with 

infrared thermography. Planck's Law of Thermal Radiation, which is used to find the power of radiation emitted 

by a black body at a temperature 𝑇 and wavelength λ, is described in eq. (1) [11].  

 𝑀(𝑇, 𝜆) =  
2𝜋ℎ𝑐2

(𝑒
ℎ𝑐

𝜆 𝑘  𝑇−1)𝜆5

 (1) 

where 𝑀(𝑇, 𝜆) is the radiation power for a defined wavelength and temperature, given in 𝐽. 𝑠−1, h is Planck's 

constant, 6,62606957 𝑥 10−34𝐽. 𝑠; 𝑐 is the speed of light in vacuum, 2,9979246 𝑥 108 𝑚. 𝑠−1, and 𝑘 is 

Boltzmann constant, 1,3806488 𝑥 10−23 𝐽. 𝐾−1.  

 The total radiation energy of a surface 𝐽, inspected by the thermal imager, can be described as the energy of 

the surface itself 𝐸 added to the energy that arrives by external means from the environment, reflected in the 

inspected surface 𝐺 [11], as can be seen in eq. (2). The variables 𝐽, 𝐸 and  𝐺 defined here are cases of 𝑀(𝑇, 𝜆). 

 𝐽 =  𝜀 𝐸 +  𝜌 𝐺 (2) 

where ε is the surface emissivity, which determines the fraction of surface radiation that is emitted to the medium, 

and ρ is the reflectivity, which determines the portion of energy that reaches the inspected surface from the 

environment and is reflected to the environment [11]. However, ρ is complementary to ε, so eq. (1) can be written 

in the form of eq. (3). 

 𝐽 =  𝜀 𝐸 + (1 −  𝜀)𝐺. (3) 
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2.2 Proposed method 

Considering that the method is carried out in a controlled environment, both the tape and the forehead are 

under the influence of the same radiation emitted by the environment (𝐺), which can be calculated from the 

environment temperature. In addition, the thermal imager manufacturer previously establishes the wavelength 

range supported by equipment, ranged by 𝜆1 = 8.5 µ𝑚 to 𝜆2 = 13 µ𝑚. Initially, when entering in the software the 

emissivity value of the tape, 𝜀1, the temperature of the tape 𝑇1 will be indicated, and with that, the value of the 

energy of the tape 𝐸1.  Considering the forehead energy as 𝐸2, as the temperature of the forehead and the tape are 

equal, it can be said that 𝐸1 = 𝐸2. The radiation power that reaches the thermal imager from the forehead is given 

by 𝐽2. For the emissivity parameter equal to 𝜀1, the apparent forehead temperature 𝑇𝑎𝑢𝑥 is not correct since 𝜀1 is 

the electrical tape emissivity, and  𝜀2 is the emissivity of the forehead. The energy 𝐸𝑎𝑢𝑥 obtained from 𝑇𝑎𝑢𝑥 is used 

in eq. (4) to calculate the forehead radiation power 𝐽2. In order to calculate the radiation powers given by 𝐸𝑎𝑢𝑥 ,  𝐸1 

and 𝐺, it is necessary to integrate eq. (1) with lower limit 𝜆1 and upper limit 𝜆2, using their corresponding 

temperatures. 

 𝐽2  =   𝜀1 𝐸𝑎𝑢𝑥  +  (1 − 𝜀1)𝐺. (4) 

  When entering the emissivity 𝜀2 corresponding to the forehead temperature value 𝑇2,  indicated by the 

thermal imager, that is equal to the tape temperature value 𝑇1, we would then have the tape energy 𝐸1 from  𝑇1. 

Eq. (5) shows the calculation of the forehead radiation power 𝐽2 received by the thermal imager from these new 

parameters. 

 𝐽2  =   𝜀2 𝐸1  +  (1 − 𝜀2)𝐺. (5) 

  Thus, to calculate the forehead emissivity, we must equate eq. (4) and eq. (5), in order to obtain eq. (6).  

 𝜀2 =  
𝜀1(𝐸𝑎𝑢𝑥 – 𝐺)

𝐸1 – 𝐺
.  (6) 

From the eq. (6), a computational algorithm to automate the step of obtaining the forehead emissivity was 

developed. To implement the algorithm, the version 3.10 of Python was used, in the integrated development 

environment (IDE) PyCharm 2022. The machine used in the experiments is equipped with Intel Core i5 2,6 GHz 

processor, 8 Gb RAM and Windows OS. 

The input parameters were the temperatures of the environment, electrical tape, the apparent temperature of 

the forehead, in Celsius degrees, and the value of the tape emissivity. The algorithm first initializes the constants 

needed and transforms input temperatures to Kelvin units, then, integrates the 𝐸𝑎𝑢𝑥,  𝐸1 and 𝐺 using their 

respective inputs in association with the fixed values of 𝜆1 = 8.5 µ𝑚 to 𝜆2 = 13 µ𝑚, with the quad function. At 

last, it computes and returns the desired emissivity. The workflow can be visualized in Fig. 1.  

 

Figure 1. Algorithm workflow 
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To do the numerical integration, Quad function from the python library SciPy 1.9.0 was used [12]. This 

function uses numerical quadrature technique from Fortran library QUADPACK to compute finite integrals [13]. 

Quad evaluates the accuracy of integration based on whether the difference between computed result and the 

numerical approximation is greater than the tolerance error or not, as it is used for the stop criteria [12].  

As the function parameters have finite bounds, no break points like singularities and no weight function were 

needed, and it uses the QAGS routine from QUADPACK. For tolerance and stop criteria, the function default 

values integration absolute error tolerance of 1.49e-8 and an upper limit of 50 subintervals for the adaptive 

algorithm between 𝜆1 and 𝜆2 [14] were defined in order to get reliable results, because in this way, the error 

dimensionality is much lower than the integration computed.  

For validation of the emissivity’s values calculated and generated by the developed algorithm, the metric 

roots mean squared error (𝑅𝑀𝑆𝐸) was used [15], given by eq. (7). This metric was chosen because it is regularly 

employed in model evaluation studies and it calculates the average error of the analyzed samples [16], which are 

values that can be easily interpreted as they are in the same dimensionality of the analyzed numbers. The sample 

size n was 12 for each skin condition, which was enough [16] for the 𝑅𝑀𝑆𝐸 results to be reliable. 

 𝑅𝑀𝑆𝐸 = √
∑ (𝑦�̂�−𝑦𝑖)2𝑛

𝑖=1

𝑛−1
 (7) 

where �̂� is the emissivity estimate generated by the proposed algorithm, 𝑦 is the emissivity value given by the 

software with the “trial and error” technique, adopted here as the agreed true value, and 𝑛 is the number of 

measurements. 

3  Results and Discussion 

The experiment proposal had been to determine the emissivities of the human body considering three skin 

states - dry skin, skin with lotion, and sweat skin, in a controlled environment, whose temperature was 

approximately 23 °C. In addition, the emissivities would be obtained through the “try and error” method and by 

the developed algorithm and compared among them. After twelve measurements for each skin state, sufficient 

quantity to apply the RMSE metric [15], the results indicated a significant difference between the emissivity of 

dry skin and the other two considered skin states. According to [17], the 3M SUPER 33 electrical tape has an 

emissivity value of 0.96. The results present the precision of two decimal places due to the instrument resolution. 

Besides, the thermal imager works on a wavelength range from 8.5 µm to 13 µm. Tables 1, 2, and 3, show the 

emissivity values, and the data used as input of the algorithm, like the ambient temperature, the electrical tape 

temperature, and the auxiliary temperature from the forehead. 

Table 1 shows the comparison between the emissivities obtained by the “try and error” and by the proposed 

algorithm. The calculated RMSE for dry skin measurements was 0.003. This indicates that the error is less than 

the resolution of the software's input data, i.e., two significant figures. The same occurs for skin with lotion and 

sweat skin, whose RMSE values were 0.005 and 0.004, respectively. Thus, it is concluded these values were 

metrologically similar. 

Table 1.  Measures for dry skin condition 

Measure 
Room 

Temperature 
(°C) 

Tape 
Temperature 

(°C) 

Apparent 
Forehead 

Temperature 
(°C) 

FLIR Emissivity  Algorithm Emissivity  

1 26.2 35.1 35.0 0.95 0.95 

2 26.1 35.2 34.9 0.93 0.93 

3 26.1 35.7 35.5 0.93 0.94 

4 26.1 35.7 35.6 0.95 0.95 

5 26.1 35.4 35.5 0.97 0.97 

6 27.1 35.9 35.8 0.95 0.95 

7 27.1 34.4 34.1 0.92 0.92 

8 26.3 35.2 35.3 0.97 0.97 
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9 26.3 34.9 34.7 0.94 0.94 

10 23.9 34.7 34.6 0.95 0.95 

11 23.7 34.2 34.1 0.95 0.95 

12 24.5 35.0 35.1 0.97 0.97 

Table 2.  Measures for skin condition with lotion 

Measure 
Room 

Temperature 
(°C) 

Tape 
Temperature 

(°C) 

Apparent 
Forehead 

Temperature 
(°C) 

FLIR Emissivity  Algorithm Emissivity  

1 26.1 34.8 34.1 0.88 0.88 

2 26.1 35.5 35.1 0.91 0.92 

3 26.1 35.5 33.9 0.79 0.79 

4 26.1 35.3 34.5 0.87 0.87 

5 26.1 34.5 34.0 0.90 0.90 

6 26.4 34.4 33.1 0.80 0.80 

7 26.4 33.9 33.2 0.87 0.87 

8 26.4 35.1 33.7 0.80 0.80 

9 23.9 34.0 32.6 0.82 0.82 

10 23.6 33.5 31.8 0.79 0.79 

11 24.2 35.2 33.5 0.81 0.80 

12 24.0 33.4 32.4 0.86 0.85 

 

Table 3.  Measurements for skin condition with sweat 

Measure 
Room 

Temperature 
(°C) 

Tape 
Temperature 

(°C) 

Apparent 
Forehead 

Temperature 
(°C) 

FLIR Emissivity  Algorithm Emissivity  

1 25.9 35.9 34.0 0.77 0.77 

2 25.9 35.5 34.0 0.81 0.81 

3 25.9 35.4 34.6 0.87 0.87 

4 25.9 35.9 33.8 0.75 0.75 

5 26.4 35.4 34.1 0.82 0.82 

6 26.4 35.2 34.0 0.82 0.82 

7 26.4 35.4 33.2 0.72 0.72 

8 23.8 36.3 34.6 0.82 0.82 

9 23.8 32.2 29.9 0.69 0.70 

10 23.5 34.5 33.2 0.84 0.84 

11 23.9 35.2 33.8 0.84 0.83 

12 27.0 36.1 35.2 0.86 0.86 

Table 4.  Average Emissivity and Standard Deviation  

Skin State 
(FLIR) Average 

Emissivity 
(FLIR) Standard 

Deviation 
(Algorithm) Average 

Emissivity  
(Algorithm) Standard 

Deviation 

Dry 0.95 0.02 0.95 0.02 
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Lotion 0.84 0.04 0.84 0.05 

Sweat 0.80 0.06 0.80 0.05 

 

Aiming to highlight the difference between the emissivity for dry skin and the others, table 4 presents the 

average emissivities and standard deviations corresponding to the three skin states obtained through two 

approaches, electrical tape and algorithm. 

A variation in emissivity was obtained for different skin conditions, especially between dry skin and other 

skin states. For example, the average emissivity on skin with lotion is about 11.6% lower than on dry skin. This 

difference is enough to affect the screening of people, since the temperature threshold for fever is very close to 

standard body temperature. Therefore, small increases or decreases in the measured temperature can misclassify 

the individual as febrile or non-febrile. In sweaty skin, this difference is more relevant and reaches 15.8%, which 

can compromise the accuracy.  The use of adequate emissivity values for temperature measurement in sanitary 

barriers is shown to be an indispensable feature to achieve better results in the screening of febrile people.  

 When using the algorithm, we obtain an emissivity value instantly, which is an advantage over trying to 

guess the emissivity, a step that can take up to a minute for each sample.   

4  Conclusions 

The achieved results by the developed algorithm were practically the same as those obtained by try and error. 

Although the proposed method uses a surface with known emissivity, this drawback does not reduce the benefits 

of a higher degree of automation in estimating the skin emissivity during temperature measurement.  On the other 

hand, the tape method is not practical to be applied in real time during the screening process of febrile people, 

since it is based on trial and error. Thus, the developed algorithm can be used to make the tape method more 

efficient, since it speeds up the step of determining the emissivity. Besides, it allows applying the method using 

other materials of known emissivity as reference, as well as, working with equipment that operates on different 

wavelengths. 

Estimating the real-time skin emissivity value during screening of febrile people is not as important as 

knowing the skin condition. Once the mean emissivity has been determined for each skin condition a more accurate 

value can be used in estimating the temperature. For this, it is necessary to identify the condition in which the skin 

is. Thus, automatic detection of the skin condition by images is presented as a proposal for future works. 
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