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Abstract. Service Desk systems form a wide source of useful information for organizations, which consists of
historical support requests. Such information can serve as a reference for responding future requests. Standardized
search tools, such as keyword searches in support request histories, are infeasible in large datasets and may provide
answers unrelated to a problem of interest. This manuscript aims to compare the performance of machine learning
algorithms in classifying support requests as relevant or not. We define as relevant the support requests that have
the potential to serve as a basis for responding to others. We will develop a filter to remove non-relevant informa-
tion from the dataset of historical support requests to provide a finite low-cardinality set of recommendations for
future support and assistance. In the performed tests, Naive-Bayes, Adaptive Boosting, Random Forest, Stochastic
Gradient Descent, Logistic Regression, Support Vector Machine, and Light Gradient Boosting Machine classifiers
were used. The classifier with the best performance (Random Forest) presented maximum average accuracy close
to 80%, and recall, F1-score, and AUC values all greater than 80%.
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1 Introduction

The Service Desk systems act as a link between companies and customers through a system that enables the
compilation and resolution of problems, as well as records of the solution presented and correlation with other
situations [1]. With this, an extensive database is created for the company, managing problems, solving them
at their root, and reducing operational costs. Thus, Service Desk systems can centralize various information for
several service areas, becoming a pivotal point in administration and problem solving [2].

With the growth of the service base over time, the search for information becomes complex. A simple way
to get a set of responses to a user query is to determine which documents in a collection contain a particular
set of query keywords. However, this may not be enough to satisfy the user, as the presence of non-relevant
documents among the documents returned by a query is practically inevitable. In this scenario, the main objective
of these systems should be to retrieve as many relevant documents as possible and as few non-relevant documents
as possible [3]. In this scenario, there is a need to use support tools to analyze attendances to help classify and
recover information in the data set. As these data are basically composed of descriptive texts, there is a need to
propose and implement computational systems based on natural language processing.

A characteristic of this type of system is that not all the calls made have information that can be reused
to assist in handling new calls. This data harms search algorithms, whether a simple keyword search algorithm
or complex algorithms with neural networks. This work aims to test the sensitivity of classical classification
algorithms in identifying the ”relevance” of texts, that is, to identify which texts have knowledge that can be
reused. The motivation is that irrelevant services can be previously discarded. Thus, a new dataset can be formed,
with only relevant calls, with a smaller volume of data, allowing complex data extraction algorithms to work on a
reduced portion of the data, reducing its computational cost.
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2 Brief Literature Review

2.1 Vectorization Algorithms

While capable of performing many multimedia tasks, computers are still machines executing instructions
about numbers in the binary system. Thus, to enable the classification of texts with computational resources, it is
necessary to select strategies that can represent sets of words in the document in numerical form without losing
essential characteristics. These strategies are encapsulated in vectorization algorithms [4].

Term Frequency times Inverse Document Frequency (TF-IDF)

One of the procedures generally adopted for text vectorization is the representation using the bag-of-words
approach. In this approach, each document is represented as a frequency vector of words that occur in the docu-
ment. When the term is present in the document, the value is 1; otherwise, 0 [5].

A common way of categorizing texts is by identifying the occurrence of keywords that characterize documents
on a specific topic. For example, baseball articles would tend to have many occurrences of words like “ball”, “bat”,
“throw”, “run”, and so on. The algorithm Term Frequency times Inverse Document Frequency, or simply TF-IDF,
is a statistical measure that indicates the importance of a word concerning the document [5]. Thus, it is possible to
replace each word of a text with a number that indicates its importance in the document context.

2.2 Classification Algorithms

Classification algorithms are methods used to identify new classes of observations based on training data.
Algorithms learn from datasets or observations and then classify new observations into various classes or groups
[6]. We present a brief review on the classification algorithms used in this manuscript below.

Naive-Bayes

In probability and statistics, Bayes’ theorem describes the probability of an event based on a priori knowledge
that may be related to the event. Naive-Bayes classifier is a direct application of Bayes’ Theorem. The term “naive”
refers to the central premise of the algorithm that the considered attributes are uncorrelated with each other [7].

In text classification, the Naive-Bayes classifier is a popular method due to its computational efficiency and
good performance in prediction [8]. In this classifier, each document is seen as a collection of words, where
the occurrence position of each word is not considered. Because it is very simple and fast, it has a relatively
higher performance than other classifiers. Also, Naive-Bayes only needs a small number of test data to complete
classifications with reasonable accuracy [9].

Adaptive Boosting

“Boosting” is a technique proposed in the 90’s, where several inaccurate classifiers are combined to produce
a robust new algorithm. Among the various existing boosting implementations, Adaptive Boosting, or AdaBoost,
is the most commonly used [10].

The basic concept behind AdaBoost is to define classifier weights and train the data sample at each iteration
in a way that guarantees accurate predictions of unusual observations. Each iteration tries to provide an optimal fit
for these examples, minimizing the training error so that the next iteration does a more accurate classification [6].

Random Forest

A decision tree is a predictor that predicts the label associated with an instance traveling from a tree’s root
node to a leaf. At each node on the path from the root to the leaf, the successor child is chosen based on the division
of the input space. Typically, the split is based on one of the characteristics or a predefined set of rules [11].
Decision trees can be used to discover features and extract patterns in large databases important for discrimination
and predictive modeling. These characteristics and their intuitive interpretation are why decision trees are used
extensively for exploratory data analysis [12].

In order to minimize the known limitations on Decision Trees, Random Forest was proposed. It is a com-
bination of decision trees, so each tree is built in a random subspace of the feature space. Trees in different
subspaces generalize their classification in a complementary way, and their combined classification is better than
the individual classification [13].
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Stochastic Gradient Descent

In mathematics, “Gradient Descending” is a first-order iterative optimization algorithm for finding a local
minimum of a differentiable function. The idea is to take repeated steps in the opposite direction of the function’s
gradient at the current point, as this is the steepest descent direction [14].

The Stochastic Gradient Descent, often abbreviated as SGD, can be considered a stochastic approximation
of gradient descent optimization. This algorithm replaces the actual gradient (calculated from the entire dataset)
with an estimate of the same (calculated from a randomly selected subset of data), thus reducing computational
load [15].

Logistic Regression

Logistic regression is a supervised classification algorithm. In a classification problem, the output variable
can only take on discrete values for a given set of inputs. The logistic regression model builds a regression model
to predict the probability that a given data input belongs to the category numbered 1. Just as linear regression
assumes that the data follow a linear function, logistic regression models the data using the sigmoid function [16].

Logistic regression is a statistical technique that aims to produce, from a set of data, a model that allows the
prediction of values taken by a categorical variable from a series of explanatory variables [17].

Support Vector Machine

The Support Vector Machine classifier, or SVM, takes a set of data as input and predicts, for each given input,
which of two possible classes the input belongs to. Given a set of training examples, each marked as belonging
to one of two categories, an SVM training algorithm builds a model that assigns new examples to one category or
another [18].

An SVM model is a representation of examples as points in space, mapped in such a way that the examples
in each category are divided by a clear space that is as wide as possible. The new examples are then mapped to the
same space and predicted to belong to a category based on which side of the space they are placed [11].

Light Gradient Boosting Machine

Gradient Boosting Decision Tree is a popular machine learning algorithm with some effective implementa-
tions. However, its efficiency and scalability are still unsatisfactory for large datasets.

The purpose of LightGBM is to reduce the number of data instances and the number of resources, thus speed-
ing up the training process. For this, two techniques were created: Gradient-based One-Side Sampling (GOSS),
which proposes to reduce the volume of data by performing random sampling on instances with small gradients
while keeping all instances with large gradients, and the Exclusive Feature Bundling (EFB), which bundles exclu-
sive features. With these approaches, LightGBM achieves results up to 20 times faster than its predecessor, with
virtually the same accuracy. [19].

2.3 Evaluation Metrics

Classifiers are generally trained to minimize errors. This error is evaluated using one or several metrics, the
choice of which has been an ongoing debate in research and the industry for several decades [20].

Among the metrics used in evaluating classifiers, we can mention Accuracy, Precision, Recall, F1-score,
ROC, and AUC. Accuracy is defined as the proportion of true instances retrieved, both positive and negative,
among all retrieved instances. Precision measures the number of correct instances retrieved divided by all instances
retrieved. The Recall measures the number of correct instances retrieved divided by all correct instances. The F1-
score is the harmonic mean between precision and recall [21]. ROC (Receiver Operating Characteristics Curve)
plots are two-dimensional plots that display the relationship between true positive and false positive instances.
Finally, the AUC (Area Under Curve) is the area under the ROC curve, a numerical representation of the same
indicator [22].

2.4 Cross-Validation

When deploying a predictive model, it is vital to understand its prediction accuracy in future tests. Therefore,
the results must reflect reasonable estimates and accurate confidence intervals. Cross-validation is a widely used
approach for these two tasks [23].
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Cross-validation operates by splitting the dataset into two segments: one used to train and the other used to
validate the model. The training and validation sets must be crossed over in successive rounds so that each data
point has a chance to be validated. The basic form of cross-validation is k-fold cross-validation. First, the data
is partitioned into k segments or similarly sized folds. Then k training and validation iterations are performed
such that within each iteration a different fold of the data is kept for validation. At the same time, the remaining
k − 1 folds are used for learning. Upon completion, k samples of the performance metric will be available for
each algorithm. Different methodologies, such as averaging, can be used to obtain an aggregate measure of these
samples, or these samples can be used in a statistical hypothesis test to show that one algorithm is superior to
another [24].

3 Methodology

3.1 Development Tools

In this article, we used the Python programming language in the Google Collaboratory development environ-
ment. We also use implementations of the sklearn package, which provides a set of tools for machine learning and
statistical modelings such as classification, regression, clustering, and dimensionality reduction.

3.2 Dataset

The database to be used, entirely in Portuguese, was collected from a relational database of the Conexos
Help Desk system, internal software of the company Conexos Consultoria e Sistemas LTDA. This system has been
operating since 2004, containing a considerable collection of services the company provides to these customers.
The flow of interactions in this system is similar to the flow of online forums: from a customer request, which can
be a question, a problem report, or a request for an increase in the system, there may be several responses from the
provider of services, as well as several replicas and rejoinders until the customer has the request resolved, at which
time the service is completed. This format allows the generation of calls with complex flows, where oscillations
between different subjects often occur, making their classification difficult. Thus, for tests, only calls were selected
where the flow of care is composed of a question from the customer, a response from the service provider, and
the end of the service. Given these conditions, data were collected from the consultations carried out between
2019 and 2020, totaling 11449 consultations. Following the Brazilian guidelines of the General Data Protection
Law (Lei Geral de Proteção de Dados - LGPD), the database was anonymized to make it impossible to identify
confidential data.

Table 1 brings some statistical data on the words that make up the dataset. Among the notable characteristics,
there is a strong occurrence of repetition of words in the texts.

Table 1. Dataset metrics

Indicator Value

Total of Calls 11449

Total of Words 953728

Average of Words per Call 83.30

Distinct Words 29408

Average of Distinct Words per Call 28.90

Word Cloud is an intuitive tool that allows a quick analysis of word occurrences in a document. A Word
Cloud is a visual representation of the frequency of words, so the more commonly the term appears within the text
being analyzed, the larger the word will appear in the generated image [25]. Figure 1 shows the Word Cloud for
the dataset.

3.3 Text Preprocessing

Text preprocessing is an essential step in any Natural Language Processing System. This step involves its
transformation before its analysis. It includes strategies such as removing irrelevant content for the task, clustering
semantically related terms, and increasing the amount of semantic information captured [26].
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Figure 1. Dataset Word Cloud.

In Figure 2, the Word Cloud is represented after the removal of greetings and standard introductory and
closing terms. We can notice a better distribution of occurrences in terms with contextual meaning, such as the
words “processo”, “sistema”, “relatório”, and others.

Figure 2. Dataset Word Cloud after data pre-processing.

3.4 Training dataset

For training the classification algorithms, a portion of data must be previously classified, so the algorithms
can be based during training and validate the obtained results. For this, a subset of 1084 attendances was classified
to compose the training dataset. The unbalanced distribution between classes in the dataset makes the classifier
models tend towards classes with many training samples [27]. This way, the calls were selected to compose a
perfectly balanced dataset.

Table 2 shows statistical information about the subset for training. A notable feature is that, on average,
relevant calls have a more significant number of words than non-relevant calls.

Table 2. Descriptive information of the training dataset.

Indicator Total Positives Negatives

Number of Calls 1084 542 542

Total Words 88244 52347 35897

Words per Service 81.41 96.58 66.23

Distinct Words 8355 6167 5194

Distinct Words per Call 28.92 29.88 27.97
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4 Results

A subset of the original dataset was used for the tests, composed of 1084 manually classified attendances.
This subset was carefully balanced, with 542 services classified as relevant and the others as not relevant. This
decision was taken because there are known problems of some classification algorithms with unbalanced datasets,
as can be seen in the works of Chawla and Sylvester [28], Pozzolo et al. [29], Sundarkumar and Ravi [30], and
others. The TF-IDF vectorizer and a series of classic classifiers were used in the tests, further detailed in the next
step.

The results will be presented below using the classifiers Adaptive Boosting, Light Gradient Boosting Ma-
chine, Logistic Regression, Naive-Bayes, Random Forest, Stochastic Gradient Descent, and Support Vector Ma-
chine. Table 3 shows the classifiers’ metrics values, obtained through cross-validation experiments with k = 10,
performed on the data set.

Table 3. Classic classifier metrics when applied to the dataset.

Classifier Accuracy Precision Recall F1-Score AUC

AdaBoost 0.747 ± 0.044 0.758 ± 0.049 0.733 ± 0.074 0.742 ± 0.048 0.824 ± 0.033

LightGBM 0.791 ± 0.025 0.785 ± 0.043 0.806 ± 0.053 0.794 ± 0.024 0.867 ± 0.036

Logistic Regression 0.789 ± 0.021 0.785 ± 0.029 0.799 ± 0.052 0.790 ± 0.024 0.872 ± 0.030

Naive-Bayes 0.767 ± 0.034 0.746 ± 0.035 0.812 ± 0.067 0.776 ± 0.037 0.861 ± 0.028

Random Forest 0.793 ± 0.036 0.768 ± 0.046 0.847 ± 0.043 0.804 ± 0.031 0.871 ± 0.035

SGD 0.781 ± 0.026 0.771 ± 0.043 0.808 ± 0.053 0.787 ± 0.024 0.858 ± 0.026

SVM 0.788 ± 0.018 0.781 ± 0.044 0.808 ± 0.044 0.792 ± 0.015 0.864 ± 0.030

The experiment’s classifiers presented similar metrics, emphasizing the Random Forest classifier that obtained
the best results, reaching values of accuracy and F1-Score of 0.793 and 0.804, respectively.

Figure 3 shows the ROC curves of the algorithms used. In the same way as the other metrics, the data were
collected in cross-validation, with k = 10.

5 Conclusions

The definition of content “relevance”, despite the apparent simplicity behind binary classification, is an ab-
stract concept. The initial analysis of the dataset showed that the characteristics that identify relevance are subtle
and involve more than just the presence or not of keywords in the text.

Some classical classifiers were applied to identify the concept of “relevance” of the dataset texts. The classical
classification algorithms applied showed an efficiency superior to 70% for identifying the relevant context. The
Random Forest and LightGBM classifiers stood out in the classification. The Random Forest classifier presented
accuracy and F1-score values of 0.793 and 0.804, respectively, while the LightGBM classifier presented values for
the same statistics of 0.791 and 0.794, respectively.

The high variance between runs, evidenced by the high value of standard deviation identified in the cross-
validation, can indicate two distinct scenarios: (1) the dataset used for training is insufficient, or (2) the classifiers
are inadequate to process the data in the context of the problem. To validate scenario 1, the training dataset will be
increased, and new tests will be executed. For scenario 2, tests must be carried out using other classifiers that can
be sensitive to other text characteristics.

For the task of identifying the relevance of texts, other computational strategies must be studied. In future
works, we suggest using recurrent neural networks and deep learning, such as Word2vec and LSTM networks.
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Figure 3. ROC curves of classifiers with standard deviation.
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Foz do Iguaçu, Brazil, November 21-25, 2022


	Introduction
	Brief Literature Review
	Vectorization Algorithms
	Classification Algorithms
	Evaluation Metrics
	Cross-Validation

	Methodology
	Development Tools
	Dataset
	Text Preprocessing
	Training dataset

	Results
	Conclusions

