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Abstract. Time series forecasting is a result that contributes to analysis and decision-making and can be applied 

in several areas of knowledge. In the area of dam structural safety, this practice is little explored, although the 

equipment used in the monitoring feeds an extensive database. This work aims to apply a hybrid methodology for 

forecasting time series, integrated into the processing of data collected by monitoring instruments of a concrete 

dam. Wavelet Decomposition will perform the time series processing, then to separate the series components, an 

Autoregressive Integrated Moving Average model will be fitted. Residuals resulting from this 

mathematical/statistical model will be modeled through Artificial Neural Networks of Radial Basis Functions. The 

linear combination of these models will generate the time series forecast itself. The combination weights will be 

defined by solving a nonlinear programming problem. The investigated approaches will be compared and selected 

according to the smallest mean absolute percentage error measure. The partial series models do not need to have 

high performance for the prediction proposed to be satisfactory. The proposed approaches for predicting the test 

set have MAPE of less than 0.57%, while ARIMA and ANN-RBF models used separately reached values of up to 

4.33%. The results indicate gains in forecasting assertiveness, aiding decision-making, which aims to create 

preventive measures to ensure dam safety. 

Keywords: Wavelet Decomposition. Artificial Neural Networks of Radial Basis Functions. Concrete dam. 

Piezometer. 

1  Introduction 

The representation of a process through a mathematical model is a fundamental action when looking to 

evaluate its behavior over time. For modeling, generally, it is necessary to combine knowledge from different 

areas, such as engineering, computing, mathematics, and statistics. 

When the process in question is composed of a set of values collected sequentially in time regarding a 

quantitative variable, it is called a time series [1]. The prediction of time series has been applied in several real 

contexts, such as the stock market [2], rainfall [3], and structural monitoring [4], among others. 

Among time series forecasting methods, the following can be highlighted: Box and Jenkins models (B&J) 

and Artificial Neural Networks (ANN). The first is robust and capable of modeling data with linear and stationary 

characteristics [1]. On the other hand, the ANN can model data with complex structures of nonlinear 
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autocorrelation [5]. Each real-time series of instruments reading has specific characteristics Therefore, testing is 

necessary to identify the most appropriate forecasting method; there is no general rule for defining a method 

beforehand. 

The literature presents papers that have hybrid methods to reduce the risk of using an inappropriate 

forecasting method. In general, these studies combine models B&J, ANN, and data pre-processing [6], [7], [8]. 

The acceptance of hybrid methods is because real-time series usually combine linear and nonlinear features. 

Different methods are then needed to capture these various characteristics [7] and [9]. 

The history of the readings of the instruments used in the structural monitoring of dams forms an extensive 

time series. At the Itaipu Hydroelectric Power Plant, monitoring is carried out with the support of more than 2700 

instruments. By analyzing instrumentation data, for example, it is possible to identify causes and consequences of 

reactions of the foundation, allowing preventive maintenance to be carried out, thus increasing the safety of the 

dam and its useful life [10]. This study considered only one piezometer, installed in the foundation of a stretch of 

the Itaipu dam, responsible for measuring the sub-pressure in this region [11]. 

In this work, a proposal of a hybrid model composed of wavelet decomposition (WD), autoregressive 

integrated moving average (ARIMA), and radial basis function neural network (RBF-NN) is developed. The 

choice of RBF-NN was because of its simple structure, accuracy in nonlinear approximation, rapid learning of 

complex patterns and trends present in the data, as well as its rapid adaptation to changing data over time. This 

model can be applied to stationary and non-stationary series, which have linear or nonlinear autocorrelation 

structures. 

2  Time series models 

The wavelet decomposition can deal with non-stationary time series, for this reason, it is being applied in 

time series analysis. The WD results in new hierarchical series that are more "well-behaved" for modeling and 

forecasting. The approximation series has little noise (unexplained part of the time series), while the low order 

detail series is more susceptible to noise [12].  

The original time series is decomposed into different components, approximation, and low frequency, which 

maintains the general trend of the series and many details components that contain high-frequency components 

and are separated at different frequencies and scales [13]. These components are established through dilations and 

translations according to Equation (1), and these operations generate a system of orthonormal functions, related to 

time and frequency [14]. 

The properties of translation and dilation are represented in a single function 𝜓𝑗,𝑘(𝑡), being that the change 

of 𝑗 and 𝑘 generate the so-called Wavelets daughters from the mother wavelet 𝜓0
(𝑡), 𝑡 ∈ 𝑍. Where 𝑗 is the 

contraction factor (𝑗 ≠ 0), if its value increases and of dilation otherwise (scaling), and 𝑘 is the translation term. 

The successive variation of these parameters promotes the wavelet transform. Therefore, the initial signal of the 

time series is decomposed into distinct frequency elements, and each of them is analyzed according to a scale 

resolution [15].  

 𝜓𝑗,𝑘
(𝑡) =

1

√𝑗
𝜓0 (

𝑡−𝑘

𝑗
)  (1) 

The autoregressive integrated moving average method can be applied to model non-stationary time series 

with linear autocorrelation between the data. The ARIMA method is one of the most established linear models for 

predicting time series, and it is widely adopted in hybrid models to increase the prediction capacity [7]. 

A non-stationary time series can be represented by the ARIMA (p, d, q), according to Equation (2). The 

differentiation of the series is performed to achieve stationarity on average.  

 ∅(𝐵)𝛻𝑑𝑍𝑡 = 𝜃(𝐵)𝑎𝑡  (2) 

Where, 𝐵, is the delay operator; 𝜙(𝐵) = 1 − ∑ ∅𝑖𝐵
𝑖𝑝

𝑖=1 , is the characteristic autoregressive polynomial;  

𝜃(𝐵) = 1 − ∑ 𝜃𝑗𝐵𝑗𝑞
𝑗=1 , is the moving average characteristic polynomial; and 𝑎𝑡, is the random noise. 

Complex nonlinear time series and dynamic systems can be modeled using ANN It imposes few assumptions 

for its application, can generalize even though it is applied to non-stationary data, and uses fewer parameters than 

other methods. These parameters are adjusted iteratively and optimized by learning the historical patterns [7]. 

The structure of the radial basis function neural network (Fig. 1) is composed of some neurons (nodes) in the 
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hidden layer; the lag is used to form the patterns and their dimensions. The smaller the structure of the network, 

the less cost and computational speed it has besides expanding its generalization capacity, avoiding overfitting the 

RBF network. Computational experiments are performed to designate them and to establish a better structure for 

RBF-NN. After the definition of the input patterns, the training and testing sets of the network must be separated. 

The training will define the structure and parameters of the neural network, and the test patterns will reveal the 

adjustment error. 

 

Figure 1. Radial basis functions neural network structure. 

3  Proposed hybrid methodology 

The new hybrid method called Wavelet ARIMA-Radial Basis Function (WA-RBF) is composed of the 

following phases: WD of level two of data series; ARIMA modeling of each decomposition series; calculation of 

the residuals of each ARIMA model; RBF-NN modeling of each residue series; combining all settings. A 

representation of these phases is presented in the flowchart in Figure 2. 

The identification of the structure and the definition of the parameters of the ARIMA model is performed 

through the training set (data within the sample). Once the model is established, it is applied to the test set (data 

outside the sample), generating the fit and prediction from the defined structure.  

The RBF-NN modeling of the residues of each decomposition component was investigated, changing the 

amount of data in the pattern and the number of centroids. This methodology allows making the forecast one step 

ahead and n steps ahead. 

The linear combination of the adjustments performed is defined in equation (3). 

 �̂�𝑊𝐴−𝑅𝐵𝐹,𝑡 = 𝜂1�̂�2,𝑡 + 𝜂2�̂�1,𝑡 + 𝜂3�̂�2,𝑡 + �̂�(�̂�2,𝑡) + �̂�(�̂�1,𝑡) + �̂�(�̂�2,𝑡) (3) 

Where, �̂�2,𝑡, �̂�1,𝑡, and �̂�2,𝑡 are the adjusted values of the decomposition series; �̂�(�̂�2,𝑡), �̂�(�̂�1,𝑡), and �̂�(�̂�2,𝑡), 

the adjusted values of the residuals of the decomposition series, and 𝜂 are the weights of the linear combination, 

defined by the nonlinear objective function programming problem.  

The objective function minimizes the mean squared error (MSE) and all parameters defined in the training 

process are applied to the test set. 

Also, this methodology generates two classes of models regarding the fit and type of forecast (one step and 

n forward steps). Furthermore, this methodology generates two classes of models regarding fit and forecast type 

(one-step and n-steps forward). 

We use the methodology by dynamically changing the training set and consequently, the test set, indicated 

by 1_step. After defining the first prediction, a new training set is formed, without the time series's first element 

and including the previous prediction's actual value. This new setting generates the next prediction. The first 

element of this new training set is eliminated and includes the original value of the second prediction. This 

procedure is repeated until the forecast horizon is satisfied. The structures of the models used in the methodology 

are the same used previously. 
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Figure 2. Stages of the proposed hybrid methodology. 

4  Application of methodology 

The methodology was applied to the time series of the piezometer instrument, installed in a key block of the 

Itaipu Dam, to monitor the contact between two basaltic flows of the dam's foundation. The analysis was performed 

from the values of manual readings, carried out between the years 2001 to 2015, totaling 180 data. The training 

set adopted for the modeling consisted of 174 data, and the test set used to make the prediction contained six 

values, the equivalent of a semester of readings. Therefore, six months was the forecast horizon adopted. 

The piezometer series was considered non-stationary by the Dickey-Fuller test (𝑡𝑐𝑎𝑙𝑐 = −2.5 > −2.9 = 𝑡5%). 

Also, the graph of the integrated periodogram of the piezometer time series (Fig. 3) indicated that the sequence of 

measurements was not entirely random, with a systematic part to be modeled. 

 

Figure 3. Integrated periodogram of the 2001-2015 series. 

First, a DW of level two was performed in the piezometer series using the Wavelet Db45, approximation 

component A2, which promoted a smoothing of the initial series; and two detail components D1 and D2. The detail 

components have an oscillatory behavior, as seen in Figure 4, with the highest peaks occurring in regions where 

the approximation component has greater smoothing than the original series. The ranges of decomposition values 

are smaller when compared to the approximation component. 
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Figure 4. Detail wavelet components D1 and D2. 

The ARIMA models for each series of decomposition are, ARIMA (8,1,4) for A2, ARIMA (1,0,2) for D1, and 

ARIMA (2,0,0) for D2. The residuals of each modeling were calculated and showed no random behavior among 

the data in the series. Therefore, the RBF was used at this stage to model the nonlinearity between the residuals. 

The RBF structure obtained for the residual series e(A2) and e(D1) had four elements in the input pattern while 

e(D2) had five elements. All series had seven hidden layer neurons. 

Then, the modeling was performed through the combination of the series resulting from the ARIMA and 

RBF models, attributes weigh only the modeling of the wavelet components of the series, the modeling of the 

residuals of these series are only summed, it is defined by �̂�1𝑊𝐴−𝑅𝐵𝐹,𝑡 in equation (6). 

 �̂�1𝑊𝐴−𝑅𝐵𝐹,𝑡 = 1.000�̂�2,𝑡 + 1.019�̂�1,𝑡 + 0.969�̂�2,𝑡 + �̂�(�̂�2,𝑡) + �̂�(�̂�1,𝑡) + �̂�(�̂�2,𝑡) (6) 

The assertiveness of the model's adjustments can be seen in Table 1 and Figure 5. The proposed model 1WA-

RBF obtained the best adjustment, followed by ARIMA and, finally, the RBF-NN. Both models present a lag 

about the original series. 

Table 1. Descriptive statistics of the model adjustment. 

Model  MSE MAE 

1WA-RBF 8.2 x10-3 6.68 x10-2 

ARIMA 7.8 x10-1
 6.07 x10-1 

RBF-NN 9.0 x10-1
 6.72 x10-1 

Source: The authors. 

After defining the models through the training set, the prediction of the test set was obtained by each of the 

models. The test prediction established by the classic models in the literature (ARIMA and RBF-NN) did not 

obtain good results, with the RBF showing a trend. In contrast, the ARIMA resulted in an extrapolation. Still, the 

ARIMA model can be expected to make a better prediction than the RBF, since the training set modeling was 

better, but the prediction did not confirm this. 

As a reference for the analysis of the behavior of the series, the historical minimum and maximum values of 

the piezometer, are 63.99mca and 100.59mca, respectively. Figure 6 illustrates the prediction of the test set 

referring to the proposed methodology. The "6_Steps" specification indicates that the series size and training data 

are not changed, so the patterns are not modified. The prediction of the first standard of the test set is informed to 

the network to compose the next standard; this is performed for the entire forecast horizon (6 months). 
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Figure 5. Adjustment of the models. 

 

Figure 6. Predict a step with a sliding window of the test set of the proposed methodology. 

The inclusion and removal of data from the series, represented by the model �̂�1𝑊𝐴−𝑅𝐵𝐹_6_𝑠𝑡𝑒𝑝𝑠, showed better 

results in the July and December 2015 forecasts, as seen in Figure 6. Furthermore, the models based on the 

proposed methodology could follow the series data trend. The predictions made one step ahead, by the 

model�̂�1𝑊𝐴−𝑅𝐵𝐹_1_𝑠𝑡𝑒𝑝𝑠, were generally better, according to the MAPE statistics presented in Table 2. 

Table 2. MAPE statistics for the forecast of each element of the test set 

Model Value 1 Value 2 Value 3 Value 4 Value 5 Value 6 

�̂�1𝑊𝐴−𝑅𝐵𝐹_6_𝑠𝑡𝑒𝑝𝑠  2.621% 0.256% 0.204% 0.357% 0.302% 2.052% 

�̂�1𝑊𝐴−𝑅𝐵𝐹_1_𝑠𝑡𝑒𝑝𝑠  0.450% 0.069% 0.921% 0.215% 0.669% 0.633% 

ARIMA 2.704% 0.154% 0.698% 0.548% 1.766% 4.326% 

RBF 1.619% 1.174% 2.084% 1.027% 0.010% 2.616% 
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5  Conclusions 

In this article, we combine the application of wavelet decomposition with ARIMA models and radial basis 

function neural networks to perform non-stationary time series prediction. The proposed methodology was applied 

to the historical values of a piezometer used to monitor a stretch of the Itaipu Dam. The wavelet decomposition 

made it possible to improve the modeling of the instrument's time series. 

The results indicated that the proposed hybrid methodology, performed both in multi-step and one-step, 

presented better predictions when compared to the traditional ARIMA and RBF-NN methods. 

The methodology was able to assertively model and predict the piezometer time series. Considering that it is 

a non-stationary series with a nonlinear correlation between the data the ARIMA and RBF-NN methods could not 

model the characteristics of this time series. The WA-RBF model developed by the proposed methodology resulted 

in predicted values more in line with reality. This result is important for the team responsible for monitoring and 

dam safety, as it provides more robust information to support decision-making and can generate savings since any 

physical intervention in monitoring requires time and high expenses. 
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