MCE
2023

Metamodel-assisted metaheuristic for structural optimization problems
Erica C.R. Carvalho?!, Afonso C.C. Lemongez, Kenedy G.F. Tdnior!, Patricia H. Hallak?

L Graduate Program of Computational Modeling, Federal University of Juiz de Fora

José Lourengo Kelmer St, Sdo Pedro, Juiz de Fora, MG 36036-900, Brazil

ericacrcarvalho@gmail.com, kenedy.guedes @ engenharia.ufjf.br

2Dept. of Applied and Computational Mechanics, School of Engineering, Federal University of Juiz de Fora
José Lourengo Kelmer St, Sdo Pedro, Juiz de Fora, MG 36036-900, Brazil

afonso.lemonge @ufjf.br, patricia.hallak @ufjf.br

Abstract. Optimization problems are common in many different areas, especially engineering. The complexity of
modern problems has led to the development of increasingly complex mathematical models, resulting in expen-
sive simulation models. An alternative for solving these problems is population-based metaheuristics, especially
those of natural inspiration. However, they usually require many evaluations to obtain a feasible or even satisfac-
tory solution. In this context, the application of metamodels, or surrogate models, together with metaheuristics,
has received the growing attention of researchers in several areas. The metamodels generate a simpler compu-
tational model to be used in parts of the optimization process, replacing the original model. This work presents
an application strategy of metamodels within metaheuristics, which allows for computational cost reduction. The
methodology is applied to structural optimization problems, demonstrating its applicability and establishing it as
an alternative to improving solutions in the context of fixed-budget simulations.
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1 Introduction

Metaheuristic algorithms for optimal design of structures has attracted the interest of many researchers in
recent decades [[1H7]]. In general, the problems were modeled simplified, disregarding specific characteristics of the
studied phenomenon to reduce the complexity and the computational cost during the search process. However, over
time, the evolution of computational resources allowed optimization problems through more reliable models to be
solved. The optimization process may require the resolution of very complex models since most of these problems
are modeled by partial differential or integral equations and need to be solved by accurate numerical methods (e.g.,
structural finite element analysis, computational fluid dynamics, etc.)[8]. However, these optimization procedures
are usually highly computationally expensive once the computational time required by a single function evaluation
is often counted in hours or even days for large-scale applications.

For all these reasons, an alternative available in the literature is the surrogate-based or metamodel-assisted op-
timization which has emerged as an unavoidable approach to tackling complex engineering optimization problems
[O]. This approach uses a surrogate model to perform the simulations, get approximations and replace expensive
high-fidelity simulations during structural optimization processes. These models seek to avoid using computation-
ally expensive evaluations to obtain: (i) better results with the same processing time, or (ii) similar results more
quickly. The most common metamodels are Polynomial regression, Neural Networks, and Kriging models [[10].

This paper proposes a multi-objective particle swarm optimization algorithm assisted by a deep neural net-
work model to be applied to constrained structural optimization problems. The structural problem consists in the
minimization of the mass of truss structures and the maximization of the first natural frequency of vibration. The
axial stresses and nodal displacements are the constraints. The computational experiment is on benchmark single-
objective structural optimization problems widely discussed in the literature: the 10-bar truss. Pareto curves show
non-dominated solutions to optimization problems with and without using the metamodel.

The paper’s organization is as follows: Section 2] states the multi-objective structural optimization problem,
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an overview of metaheuristics and swarm intelligence algorithm, and metamodels concepts. The optimum design
problem and metamodel-assisted approach are described in Section [3] Section ] presents the numerical experi-
ments, and summarizes the benefits of incorporating metamodels into structural optimization problems. Finally,
conclusions and proposed future research are reported in Section 3

2 Methods

2.1 The multi-objective structural optimization problem

Although single-objective structural optimization problems are commonly found in the literature, the formu-
lation of optimization problems involving multiple objectives appears naturally due to the presence of two or more
conflicting objective. The multi-objective structural optimization problem considered here consists in finding the
set of cross-sectional areas x = {41, Ag, ..., Ay} which minimizes the weight of the structure and maximizes its
first natural frequency as it follows

N
min W(x):ZpAiLi, and max w(x), (1)

i=1

subject to the normalized displacements constraints

|—j|—1§0, j=1,...,M, (2
u

and the normalized stress constraints
@—1§0, i=1,...,N, €)]
g

where W (x) is the weight of the structure, p is the specific mass of the material, L; is the length of i—th bar of the
structure, w1 (X) is the first natural frequency of vibration, and u; and o; are respectively the nodal displacement of
the j—th translational degree of freedom, and the stress of the i—th bar. @ is the maximum displacement for each
nodal point, and & is the allowable stress for the material. M is the number of translational degrees of freedom,
and N is the total number of bars in the truss structure.

2.2 Metaheuristics and particle swarm algorithm

The last 20 years have witnessed vast growth in a non-deterministic based optimizer called metaheuristic.
Physical or natural phenomena have inspired metaheuristic algorithms and are a broad family of optimization
methods to find accurate solutions to complex optimization problems when exact methods are not applicable [[11].
This class of approaches includes, among others, Genetic Algorithm, Simulated Annealing, Ant Colony Optimiza-
tion, and Particle Swam Optimization.

Many approaches dedicated to designing and implementing these algorithms to solve multi-objective opti-
mization problems (MOPs) have shown excellent results in solving several problems. Life in society offers more
chances of survival as it facilitates hunting and gathering food, and reduces the possibility of attack by predators,
among others [[12].

One of these algorithms is inspired by the social behavior of birds flocking in search of food and is known
as Particle Swarm Optimization (PSO). PSO was introduced by Eberhart & Kennedy [13]] and widely used in the
literature. The multi-objective version of PSO entitled Multi-objective Craziness based Particle Swarm Optimiza-
tion (MOCRPSO) operates with a special code based on CRPSO (Kar et al. [14]]) and incorporates a crowding
distance mechanism, non-dominated solutions, and an external archive, together with a mutation operator based
on the MOPSO-CD (Raquel & Naval [13])).

2.3 Metamodels

Metamodel emerged around the 1970s (Blanning [[16]]). It can be defined as a simplified model of the original
model of the problem so that its role is to replace or approximate functions that require a lot of computational
effort to obtain the results. A model is a simplified idealization of phenomena in the real world, which nevertheless
significantly reproduces observed behavior. On the other hand, the metamodel is an abstraction, highlighting the
properties of the model itself.
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Many metamodels approaches are available in the literature, such as Artificial neural networks [17]], Kriging
or Gaussian processes [[18], Radial Basis Functions [[19], Support vector machines [20], among others. Alterna-
tively, several surrogates may be derived from physical or numerical simplifications of the original model, in which
case they are more strongly problem-dependent.

Metamodels should be simple, general, and keep the number of control parameters as small as possible.
One of the first studies involving metamodel-assisted metaheuristics optimization was presented by Jin and Send-
hoff [21]. Since then, several works have been developed regarding the use of metamodels as an alternative for
solving engineering problems [22H26]. Furthermore, metamodels are also used for solving high-cost optimiza-
tion problems [27H29]. Regis [30] presents a survey of surrogate-assisted methods for computationally expensive
constrained global optimization problems.

Despite promising results obtained through metamodels, each one needs a specific dataset for proper con-
struction. Depending on the number of variables and the size of the solution space, the number of high-fidelity
simulations required will directly influence the correct construction of the metamodel. In addition, the metamodel
selection depends on the formulated problem and the case study or structure to be optimized. Therefore, know-
ing the relationships between the type of metamodels and other categorical variables related to structural design
optimization would be of great interest (Negrin et al. [31]]).

3 Metamodel-assisted approach for optimization
3.1 Optimum design problem

For the optimization of truss structures, it is applied to a well-known structural multi-objective optimization
problem named as 10-bar truss (Gellatly and Berke [32]). The geometrical data is given in Figure[T] The specific
weight is p = 0.1 1b/in®, and the material’s Young’s modulus is E = 10* ksi. Vertical downward loads of 100 kips
are applied at nodes 2 and 4, the stress in each bar is limited to & 25 ksi, and the displacement in each free node
in each direction should not exceed 2 inches. A non-structural mass of 1000 Ib is attached to the free nodes. The
lower and upper bounds for the cross-sectional areas are defined between 0.1 and 40 in?.

. 360 in ) 360 in )

T T T
§ 5 1 3 2 1

8 10
5 6 360 in
7 9
3 4
6 4 2

Figure 1. 10-bar truss, taken from Lemonge et al.[33].

3.2 Deep neural network-based metamodeling

This section presents the scheme of the integration model with the optimization algorithm. The MOCRPSO
algorithm is introduced to resolve the structural optimization problem assisted by a deep neural network (DNN).
The multi-layer neural network is a set of mathematical relationships between the inputs and outputs through a
training process. The network learns through analyzing the training data by adjusting weights and biases (Hamdia
et al.[34]). In recent years, a number of studies have proved the effectiveness in applying DNN to structural
optimization problems [35H38].

A neural network with one hidden layer is called a shallow neural network, whereas a neural net with two
or more hidden layers is called a deep neural network. This study establishes a DNN model to predict the eight
displacements of the 10-bar truss (4 free nodes in each direction). After obtaining the approximate displacements,
the stresses in each bar are calculated. DNN architecture with fully connected layer is depicted in Figure[2] There
are an input layer with 10 neurons (one for each area), an output layer with 8 neurons (one for each displacement),
and two hidden layers with 24 neurons each. The units of the pra present layer are connected to all units in the
previous layer via weights and bias and use a sigmoid as an activation function.
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Input Layer Hidden Layer 1 Hidden Layer 2 OQutput Layer

Figure 2. Architecture of the deep neural network used in this study.

The deep neural network used here was developed by the authors using C programming language. No frame-
work or library was used. The entire architecture, equations, and derivatives were built, allowing the network to
improve.

In summary, the steps of the approach presented consists of four main blocks as below:

1. Some samples (A) are generated, and then the displacement responses (u) are collected using the finite
element method (FEM) (Hughes [39]) through the analysis phase.

2. Build a DNN model and training, then take the well-trained network as a surrogate model of the constraints.

3. An equivalent optimization problem is constructed based on the original objective functions and the DNN
model.

4. The MOCRPSO algorithm is introduced to resolve the optimization problem.

In the following section, more details of the presented approach are given, including preliminary tests on the
metamodel and the parameterization of the optimization algorithm used.

4 Numerical experiments

In supervised learning, the dataset is labeled, and the best DNN model is determined by training to identify
the optimal parameters (weights and bias). They can get sufficiently good approximations when the amount of
data is considerable. In this context, three datasets were used to investigate the effects of the number of samples,
considering 500, 1000, and 7000 (cross-sectional areas and displacements). A new dataset, including 1000 sam-
ples, was used for model validation in all datasets. The model was trained by gradient descent optimizer with a
learning rate starting at 0.2 and decreasing until 0.057 according to the number of epochs, batch-size of 25 and
50000 epochs. After this stage, each dataset’s mean square error (MSE) progression throughout the iterations was
observed, as depicted in Figure [3] Table[T] presents the best MSE and their average obtained in the three datasets’
sample training and validation process.

Learning for the 500-sample dataset is the fastest among the three sets. However, the validation error is the
largest over time. The best MSE obtained from validation is presented for the dataset with 7000 samples since it
brought minor errors between the training and validation. Therefore, the dataset with 7000 samples was chosen
here.

The previous steps consist of the first two main blocks of the approach, as presented in Section [3.2] After
that, the remaining steps are conducted as follows: the initial population was randomly generated considering
the maximum number of objective function evaluations is 50000 (50 particles and 1000 generations), and the
number of independent runs is 45. The MOCRPSO was developed using C++ language and its parameters are:
c1 = cg = 2.05, v°Te#ness — (0.001, Pcr = 0.5, external file limit ARQ = 500, and global neighborhood
topology. It is important to remember that in this stage, the structure was not analyzed by the FEM during the
evolutionary process.

The results obtained by the MOCRPSO algorithm and the metamodel-assisted approach using the DNN
(MOCRPSO-DNN) of the 10-bar truss are presented in Figure[d] The Pareto curves are displayed in Figure fa]and
are similar, demonstrating the quality and variety of solutions obtained. Figure db|shows a zoom of an interesting
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Figure 3. The convergence history of MSE with different size of data.

Table 1. MSE values with different size of dataset.

Best MSE Final MSE

Size data Training Validation Training Validation
500 0.0541 0.4046 0.0543 0.4240
1000 0.0923 0.2572 0.0929 0.2572
7000 0.1973 0.1992 0.2082 0.2221

region within the multi-objective problem. In this way, decision-makers can choose any solution that suits them
within the presented region. The execution time was not considered at this moment due to the 10-bar truss is a prob-
lem with a low computational cost and obtains good results in an acceptable time. Other experiments considering
structures with more bars will be conducted in order to examine the computational cost in both approaches.

5 Concluding remarks and future work

In this work, we demonstrated that applying nature-inspired metaheuristic algorithm to DNN in the context of
obtaining approximations of nodal displacements can achieve good results without using the finite element method
during the evolutionary process. The obtained solutions are competitive and demonstrated the efficiency of the
proposed approach.

However, there are many issues that can still be improved to obtain better results, both in the context of DNN
architecture and parameters, as well as in the use of other types of metamodels. Future works intend to apply
the approach for solving other problems considering large-scale optimization problems, and expensive simulation
models. And yet, improve the prediction accuracy of the surrogates model by combining them to form a ensemble.
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(a) Pareto curves of the MOCRPSO algorithm and the MOCRPSO-DNN. (b) Preferred region of the Pareto curves.

Figure 4. Results obtained for the 10-bar truss.
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