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Abstract. Principled Uncertainty quantification (UQ) in deep learning is still an unsolved problem. Numerous
methods have been developed so far, with Bayesian neural networks (BNNs) as the popular approach. BNNs, while
inherently UQ-enabled and resistant to over-fitting, suffer from unnatural and artificial priors over their parameters.
This paper develops a model-constrained framework for quantifying the uncertainty in deep neural network inverse
solutions. At the heart of our approach is an interpretable and physically-meaningful prior over neural network
parameters trained through use of Stein variational gradient descent (SVGD). We provide comprehensive numerical
results for a 2D inverse heat conductivity problem and a 2D inverse initial conditions problems for both the time-
dependent Burgers’ and Navier-Stokes equations.
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1 Introduction

Inverse problems play a significant role in various scientific and engineering endeavors, facilitating the fusion
of measurements and data with models and physics, enabling us to uncover cause from effect. Many specific
problems of interest in engineering and science are governed by partial differential equations (PDEs); as such, the
solution of any associated inverse problems are also governed by PDEs (Tarantola [1], Kaipio and Somersalo [2]).
Although the mathematical description of an inverse problem may be simple and elegant, it is important to note
that finding solutions to these problems can be challenging due to their ill-posed nature, with conditions described
by Hadamard [3]. Additionally, the computational methods used present their own set of complications, incurring
significant costs when dealing with high-dimensional PDE parameters. This phenomenon, known as the curse of
dimensionality, calls for careful consideration and resource management. Inverse problems for practical systems
(Alifanov [4], Oliver et al. [5], Komatitsch et al. [6], Bui-Thanh et al. [7], Lefebvre et al. [8]) also display this
same high-dimensional space challenge; this issue is compounded when adding uncertainty estimates to inverse
solutions. Consequently, having solutions to PDE-constrained inverse problems is of great importance.

Deep learning is a subset of machine learning which focuses on deep neural networks (DNNs), these are
neural networks which consist of more than one hidden layer (Goodfellow et al. [9], Nielsen [10]). DNNs have
exploded in popularity for scientific applications in the past decade, seeing usage in numerous fields (Kojima
et al. [11], White et al. [12], Pestourie et al. [13], Tahersima et al. [14], Peurifoy et al. [15], So et al. [16], Jiang
et al. [17], Singh et al. [18], Goh et al. [19]). In addition to the pure data-driven approaches, there have been
efforts to incorporate constraints from physics information into the training process with the aim of avoiding the
overfitting issues associated with pure data-driven approaches, as well as allowing for the use of less data relative
to pure data-driven approaches. Physics-informed neural networks (PINNs) make use of physics information by
constraining the network training with the PDE residual (Raissi et al. [20], Karniadakis et al. [21], Pang et al. [22]).
Other methods ([23, 24]) use networks to learn the unknown parameters via optimization constrained by physics
equations. Pakravan et al. [25] uses autoencoders to learn the inverse map by minimizing the data misfit. Jin et al.
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[26] account for both data misfit and regularization for seismic inversion. In the work by Nguyen and Bui-Thanh
[27], a fully differentiable forward model is incorporated into the loss to learn the Tikhonov regularized inverse
solver along with theoretical results for the method.

Inverse problems involve a multitude of inputs, including PDE parameters, initial & boundary conditions,
empirical data, and constitutive models, among others. However, it is not always the case that all of these inputs
may be available. There could be instances where boundary conditions are missing, where data is sparse, or even
cases of model inadequacy. When faced with such situations, it is natural to question the reliability of our solution
to the inverse problem. This leads us to uncertainty quantification (UQ), in which we seek to assess and quantify
uncertainty in both the inputs and outputs of our simulations (Sullivan [28]). Through UQ we enable informed
decision-making processes in their respective application domains.

UQ is often broken into Bayesian and non-Bayesian methods; Gaussian process regression (GPR)[29] is one
such example of a Bayesian method, defining Gaussian priors over parameters before pushing the prior uncertainty
measure forward to provide uncertainty for predictions. However, in practice GPR struggles with solving PDEs
due to nonlinearities. Markov chain Monte Carlo (MCMC) methods are used for sampling from an arbitrary distri-
bution and have been applied to UQ for PDE constrained inversion (Steins et al. [30], Bui-Thanh and Nguyen [31]),
although MCMC methods are often intractable in high-dimensional parameter spaces due to a slow convergence
rate. Polynomial chaos expansions described by Xiu and Karniadakis [32] are not inherently Bayesian, but have
been used in Bayesian formulations in the work from Madankan et al. [33] and Shao et al. [34].

Empirical Bayes methods are those in which the prior distribution is influenced in some way by the data,
from a desire to try and combine the strengths of both frequentist and Bayesian methods (Casella [35], Robbins
[36], Wasserman [37]). Although they satisfy the most basic requirements to be called a Bayesian method, they
are subject to great criticism on account of the "double-dipping" of data, as well as the violation of the Likelihood
Principle, which states that all experimental data is incorporated in the likelihood distribution, although there are
efforts to minimize these criticisms described by Darnieder [38]. Despite these critiques, empirical Bayes methods
have found pragmatic use and adoption. Our proposed method, while empirical Bayes in nature, is focused on
deep learning techniques.

Despite the widespread exploration of deep learning in the physical sciences, uncertainty quantification for
deep learning remains an unsolved problem as evidenced by Abdar et al. [39], He and Jiang [40], Gawlikowski
et al. [41], and Kabir et al. [42]. UQ techniques for deep learning can be broken down into multiple categories,
but it is natural to think of methods as being for a single network or for an ensemble, and as being deterministic or
probabilistic. Deep-UQ by Tripathy and Bilionis [43] is a method for a single deterministic network which aims to
parameterize the structure of a DNN to recover a low-dimensional manifold in the input space to create surrogate
models. SDE-Net by Kong et al. [44] is also for a deterministic single network, but it instead aims to combine
the training of a DNN with the integration of an SDE to impose uncertainty on network predictions. Ensemble
methods are numerous, but notable ones include usage of techniques at training-time like bagging and boosting
given by Achrack et al. [45] along with techniques to reduce ensemble size, such as pruning (Cavalcanti et al. [46])
and distillation (Malinin et al. [47], Lindqvist et al. [48]). There are numerous kinds of probabilistic techniques,
but among the most noteworthy are Bayesian neural networks (BNNs) (Neal [49], MacKay [50]). BNNs define a
prior distribution over the network parameters, and are updated with problem data to reach some trained posterior
distribution of network parameters given data, at which point prediction can be made via integration over the
posterior distribution. Depending on the algorithm and integrating procedure, Bayesian neural networks can be
single or ensemble-based. Due to the principled nature of the Bayesian approach, BNNs have been a popular
choice for UQ in scientific deep learning. B-PINNs described by Yang et al. [51] are an extension of PINNs from
deterministic networks to BNNs. Agata et al. [52] use a combination of BNNs and PINNs, but they also combine
it with a velocity-space Stein Variational Gradient Descent (SVGD) for application to seismic tomography. Yang
et al. [53] describes output-constrained BNNs, where the aim is to impose functional constraints about output
feasibility onto the prior.

Variational inference is a technique for approximating the intractable integrals that appear in Bayesian in-
ference (Bishop [54], Blei et al. [55], Bishop [56]). SVGD, described by Liu and Wang [57], is a deterministic,
gradient-based sampling method for variational inference; with SVGD we define a desired target distribution and
transport an ensemble of arbitrarily-sampled particles to approximate the target distribution. D’Angelo et al. [58]
compared SVGD with other ensemble-based methods for neural networks and found that enhanced repulsion be-
tween ensemble members can improve approximation of the Bayesian posterior. In the work by Hu et al. [59],
SVGD was tested with BNNs on prediction of cyclical time-series data. Similar to Agata et al. [52], Sun and Wang
[60] used a combination of BNNs, PINNs, and SVGD to reconstruct fluid flow. In the work by Geneva and Zabaras
[61], UQ for Reynolds-averaged turbulence modeling was performed through a combination of BNNs and SVGD.

Although published works such as (Yang et al. [51, 53], Sun and Wang [60]) have attempted to fuse BNNs
with physics information, and work such as that of Agata et al. [52] has gone further and used SVGD to try and
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define a physically-interpretable Bayesian prior, no work has yet developed an empirical Bayesian UQ-enabled,
interpretable deep-learning based inverse solver with a physically intuitive prior.

In this paper we introduce a novel algorithm that provides UQ capabilities for model-constrained empirical
Bayesian neural networks for inverse problems. Our formulation provides a framework for eliciting an inter-
pretable and physically-meaningful prior over neural network parameters. Furthermore, our variational inference
formulation allows us to train the BNN even if network parameters are not initially sampled from the Bayesian
prior, allowing us to maintain the interpretability of the Bayesian formulation while circumventing the difficulties
involved with initializing parameters from complicated Bayesian priors.

2 Results:

We propose new methods that are analogues of the naive DNN (NDNN), the model-constrained DNN (MCDNN),
and the TNet method described in our previous work from Nguyen and Bui-Thanh [27]. Respectively, we refer
to our UQ extensions as NBNN, MCBNN, and TBNN. Although NBNN is just a naive BNN and thus is not a novel
method, MCBNN and TBNN are our novel extensions of MCDNN and TNet. We provide results for three different
problems of interest: Poisson’s equation, Burgers’ equation, and the Navier-Stokes equations. We test performance
between NBNN, MCBNN, TBNN, and the Tikhonov inverse solution. Shared training parameters for all problems are
listed in Table 1; most values are chosen from our previous work shown in Nguyen and Bui-Thanh [27].

Table 1. Summary of shared training parameters for NBNN, MCBNN and TBNN for nonlinear inverse problems in
section 2.1, 2.2 and 2.3.

Network

Architecture 1 layer with 5000 neurons

Activation function ReLU

Weight initializer N (0, 0.02)

Bias initializer 0

Training
Optimizer ADAM

Learning rate 1e− 3

Test data 500 samples (drawn independently)

Precision Double precision

We do not perform batching and instead train with all samples in one batch as all training set sizes are
relatively small. We provide additive noise to our observations y via samples from N (0, δmaxy), where δ is
a problem-specific relative noise level. Optimal regularization parameters are selected on a problem-dependent
basis for NBNN, MCBNN, TBNN, and the Tikhonov solution from their deterministic analogues per our previous
experiments shown in Nguyen and Bui-Thanh [27].

To measure performance on the test set, we calculate relative error, mean absolute error, and mean standard
deviation. We calculate relative error for the inverse solution on the test set as follows,

RErr =
1

ns

ns∑
i=1

||ûi − utrue||2

||utrue||2
. (1)

We compute mean absolute error on the test set similarly,

MAErr =
1

ns

ns∑
i=1

1

m
||ûi − utrue||2. (2)

And we calculate the mean standard deviation of the inverse solution over all samples in the test set as follows:

σ =
1

ns

ns∑
i=1

√
E
(
(ûi)2

)
−
(
E(ûi)

)2
(3)

When plotting error or standard deviation across the problem domain, we compute the respective metric on a
pointwise basis.
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2.1 Poisson Equation:

We consider the following equation,

−∇ · (eω∇y) = 20 in Ω = (0, 1)
2
,

y = 0 on Γext,

n · (eω∇y) = 0 on Γroot,

(4)

where ω is the conductivity field, y is the temperature field, and n is the unit outward normal vector on Neu-
mann boundary part Γroot. Figure 1 shows the domain (left subfigure) and a 16×16 mesh (right subfigure) together
with the locations of 10 observational points of the state y. In this problem, we are interested in reconstructing the
conductivity field given a set of 10 pointwise observations; observation locations were chosen at random.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

Figure 1. 2D heat conductivity inverse problem. Left: the domain and the boundaries; Right: A 16 × 16 finite
element mesh with 10 observational locations.

Construction of training and testing data sets. We start with drawing the parameter conductivity samples
via a truncated Karhunen-Loève expansion

ω(x) =

n∑
i=1

√
λiϕi(x)ui, x ∈ [0, 1]

2
, (5)

where (λi, ϕi) are the eigenpairs of the following two-point correlation function given by Constantine et al. [62]:

C (x1, x2) = exp

(
−
∥x1 − x2∥1

β

)
(6)

where || · ||1 is the 1-norm on R2 and β = 0.02 is the correlation length. Here, u = (ui)
n
i=1 ∼ N (0, I) is a

standard Gaussian random vector. Instead of directly inverting for the physical parameter ω, we reconstruct the
coefficient vector u. Specifically, we select n = 15 eigenvectors corresponding to the first 15 largest eigenvalues.
For each sample, we discretize ω and then solve the heat equation for the temperature y by the finite element
method. Observations of the temperature field are taken at 10 observational points, which are then corrupted with
additive Gaussian noise with a relative noise level δ. We generate test pairs (ω,y) using the same process.

We look at multiple hyperparameters to test performance. First, in case (A), we test performance with varying
training set sizes nt and observational noise magnitudes δ. In case (B), we test performance with varying lengths
of the warm-start to intelligently sample initial network parameters. In case (C), we test performance with varying
ensemble sizes r.

Case (A): We construct the training set to have nt = {50, 100, 200} samples, the magnitude of additive noise
to be δ = {0%, 0.5%, 1%, 2%}, and the SVGD ensemble size to be r = 10. For each training set Tnt with its
size denoted by nt, we select the elements of the training set such that T50 ⊂ T100 ⊂ T200. Each simulation was
executed eight times with different seeds and the results averaged to get a reliable measure of performance.
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Table 2. Minimum relative error (%) and corresponding standard deviation of predictions at δ = 0.5% for all
methods. Left column is error, right column is standard deviation

NBNN MCBNN TBNN Tikhonov

nt = 50 61.52 0.0497 56.60 0.0051 46.44 0.0026

45.38 0.0022nt = 100 54.16 0.0519 50.57 0.0046 45.81 0.0030

nt = 200 50.44 0.0438 48.31 0.0041 45.61 0.0028

Table 3. Minimum relative error (%) and corresponding standard deviation for TBNN and the Tikhonov solution.
Left column is error, right column is standard deviation.

δ = 0% δ = 0.5% δ = 1% δ = 2%

TBNN, nt = 50 43.05 0.0025 46.44 0.0026 59.76 0.0244 79.36 0.0038

TBNN, nt = 100 40.82 0.0031 45.81 0.0030 60.16 0.0037 78.50 0.0037

TBNN, nt = 200 39.90 0.0028 45.61 0.0026 59.92 0.0036 77.18 0.0037

Tikhonov, ns = 500 38.71 0.0021 45.38 0.0021 62.52 0.0022 77.00 0.0026

Figure 2. Plots of TBNN on a test set sample, dots are observation locations. Left: true solution, center left:
predicted solution, center right: absolute error, right: standard deviation.

Table 2 shows that TBNN outperforms NBNN and MCBNN in terms of both accuracy and certainty. It is
also noteworthy that TBNN performs well with small nt, in comparison to NBNN and MCBNN which struggle.
Furthermore, observe the values of standard deviation; considering that values for the inverse solution loosely
range from (−1, 1), this means that a standard deviation of 0.003 is roughly within the relative noise level of
δ = 0.5%. Put another way, this means that TBNN and the Tikhonov solution achieved uncertainty measures
roughly comparable to the degree of noise. MCBNN also performs well, but is still outperformed by TBNN. NBNN
performs poorly on the uncertainty measure, with standard deviation values roughly 20 to 30 times those of the
Tikhonov solution.

Table 3 demonstrates TBNN with varying degrees of relative noise; as is expected, relative error and standard
deviation increase with increasing noise. Figure 2 illustrates the predictions made by TBNN.

Case (B): We construct the training set to only have nt = {200} samples, the magnitude of additive noise
to be δ = {0.5%}, and the SVGD ensemble size to be r = 10. To test how the algorithm performs with different
particle initializations, we apply a warm-start of varying lengths before training; namely, we test with warm-
starts of {0, 10000, 20000} epochs. Each simulation was executed four times with different seeds and the results
averaged to get a reliable measure of performance.
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Figure 3. Relative error during training with a warm-start. Negative epochs indicate ρm(θ) is the target distribution,
positive epochs indicate ρ(θ|T ) is the target distribution. Left: NBNN, center: MCBNN, right: TBNN.

Although surprising, Fig. 3 demonstrates that there is no benefit to the use of a warm-start in practice. Nu-
merical values were omitted in the interest of space, but asymptotically TBNN and MCBNN performed the same
regardless of the warm-start duration; NBNN actually sees degraded performance from the warm-start. However,
the warm-start does have interesting behavior. First, it raises the relative error on the test set when trying to sample
particles from ρm(θ). But as soon as the warm-start is finished and the target distribution is set to be ρ(θ|T ),
the test error sees a dramatic decrease. More intriguing is the fact that having a warm-start makes the BNN learn
faster than a BNN with particles sampled from a Gaussian. We believe that this provides evidence that the model-
informed prior ρm(θ) is a physically-intuitive choice for the BNN parameter space.

Case (C): We construct the training set to only have nt = {200} samples, and we set the magnitude of
additive noise to be δ = {0.5%}. To investigate how SVGD ensemble size affects algorithm performance, we
tested with ensemble sizes of r = {10, 50, 100}. Each simulation was executed four times with different seeds and
the results averaged to get a reliable measure of performance.

Table 4. Minimum relative error (%) and corresponding standard deviation of predictions for all methods. Left
column is error, right column is standard deviation

NBNN MCBNN TBNN Tikhonov

r = 10 50.23 0.0444 48.17 0.0041 45.48 0.0025 45.25 0.0021

r = 50 49.75 0.0311 48.00 0.0047 45.52 0.0043 45.27 0.017

r = 100 49.43 0.0151 47.98 0.0074 45.51 0.0051 45.30 0.0022

Table 4 demonstrates ensemble size r does not have a particularly strong effect on test error. This is ex-
pected, as SVGD with r = 1 will reduce to simple gradient ascent for maximum a posteriori estimation. We also
observe that uncertainty for TBNN, MCBNN, and the Tikhonov solution are relatively unaffected. NBNN does see
reduced uncertainty with a larger ensemble size r, but this comes at the cost of being an un-interpretable method.
Furthermore, while NBNN reduced uncertainty, we mention that the terminal performance of NBNN degraded with
increasing ensemble size. This may be caused by an inability for a simple L2 regularization to handle a large
parameter space, in comparison to the informative regularization provided by the model-informed prior.

2.2 Burgers’ Equation:

We consider the following viscous 2D Burger’s equations

∂ω

∂t
+ ω

∂ω

∂x
+ v

∂ω

∂y
= ν

(
∂2ω

∂x2
+

∂2ω

∂y2

)
x, y ∈ (0, 1) , t ∈ (0, 0.5],

∂v

∂t
+ ω

∂v

∂x
+ v

∂v

∂y
= ν

(
∂2v

∂x2
+

∂2v

∂y2

)
x, y ∈ (0, 1) , t ∈ (0, 0.5],

(7)

subject to periodic boundary conditions, initial velocity components v(x, y, 0) = v0(x, y) = 1, ω(x, y, 0) =
ω0(x, y), and viscosity coefficient ν = 10−2. The spatial domain (0, 1) × (0, 1) is discretized with nx = 32 and
ny = 32 mesh points in x and y directions, respectively, while the temporal domain (0, 0.5) is subdivided into 201
time steps (including the initial time step t = 0). In this problem, the goal is to invert for the initial x-velocity ω0

CILAMCE-2023
Proceedings of the XLIV Ibero-Latin-American Congress on Computational Methods in Engineering, ABMEC
Porto, Portugal, November 13-16, 2023



R. Philley, H. Nguyen, T. Bui-Thanh

from 20 pointwise values of the vorticity ω0.5 (see the definition below) at the final time T = 0.5. Observation
locations were chosen such that they cross the domain.

Construction of train and test data sets. To generate training data for learning the inverse map, we draw
periodic samples of ω(x, y, 0) using a truncated Karhunen-Loève expansion

ω(x, y, 0) = exp

 24∑
i=1

√
λi ϕi(x, y)ui

 , (8)

where u = {ui}24i=1 ∼ N (0, I), and (λi, ϕi) are eigenpairs of the covariance 7
3
2 (−∆+ 49I)−2.5 with

periodic boundary conditions.
Next, we discretize an initial vorticity ω(x, y, 0), denoted as ω0, and we solve the Burgers’ equations via a

finite difference method to compute the discrete x-velocity component at the final time: ω0.5. Finally, the values of
ω0.5 at 20 locations are extracted and corrupted with an additive white noise (δ = 2%) to form yobs. We construct
the training set to have nt = {50, 500} samples, and we select the elements of the training set such that T50 ⊂ T500.
We use r = 50 particles in our SVGD ensemble. Each simulation was executed three times with different seeds
and the results averaged to get a reliable measure of performance.

Table 5. Minimum relative error (%) and standard deviation of predictions for all methods. Left column is error,
right column is standard deviation

NBNN MCBNN TBNN Tikhonov

nt = 50 2.24 0.0110 2.07 0.0102 1.86 0.0064
0.79 0.0014

nt = 500 1.31 0.0197 1.24 0.0312 1.13 0.0127

Figure 4. Plots of TBNN on a test set sample, dots are observation locations. Left: true initial condition, center left:
predicted initial condition, center right: absolute error, right: standard deviation.

Table 5 provides performance metrics for the methods on Burgers’ equation. We see that TBNN outperforms
MCBNN and NBNN in both test error and standard deviation, Tikhonov outperforms all 3 methods together. We also
observe an increase in standard deviation with increasing training set size nt; we posit that it is because the larger
amount of data allows the BNN to better approximate the posterior ρ(θ|T ).

2.3 Navier-Stokes Equations:

The vorticity form of 2D Navier-Stokes equation for a viscous and incompressible fluid given by Li et al. [63]
is written as

∂tω(x, t) + v(x, t) · ∇ω(x, t) = ν∆ω(x, t) + f(x), x ∈ (0, 1)
2
, t ∈ (0, T ]

∇ · v(x, t) = 0, x ∈ (0, 1)
2
, t ∈ (0, T ]

ω(x, 0) = ω0(x), x ∈ (0, 1)
2

(9)

where v ∈ (0, 1)
2 × (0, T ] is the velocity field, ω = ∇ × v is the vorticity, ω0 is the initial vorticity,

f(x) = 0.1
(
sin
(
2π (x1 + x2)

)
+ cos

(
2π (x1 + x2)

))
is the forcing function, and ν = 10−3 is the viscosity

coefficient. The spatial domain is discretized with a 32 × 32 uniform mesh, while the time horizon t ∈ (0, 10)
is subdivided into 1000 time steps with ∆t = 10−2. We target to reconstruct the initial vorticity ω0 from the
measurements of vorticity at 20 observed points at the final time T = 10. Observation locations were chosen such
that they cross the domain.
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Construction of training and testing data sets. To generate data pairs of (ω,y), we draw samples of ω(x, 0)
using the truncated Karhunen-Loève expansion

ω(x, 0) =

24∑
i=1

√
λi ϕi(x)ui, (10)

where ui ∼ N (0, 1) , i = 1, . . . , 24, thus u0 = 0,Γ = I, and (λi, ϕi) are eigenpairs obtained by the eigendecom-
position of the covariance operator 7

3
2 (−∆+ 49I)−2.5 with periodic boundary conditions. Next, we discretize an

initial vorticity ω(x, 0), denoted as ω0, and we solve the Navier-Stokes equation by the stream-function formula-
tion with a pseudospectral method shown in Li et al. [63] to obtain a discrete representation ωt of ω (x, t) at any
time t.

The observation operator is imposed on solution ω10 to form the synthetic observables y, then a realization
of additive white noise with δ = 2% is added to generate a noise-corrupted y sample. We construct the training
set to have nt = {50, 500} samples, and we select the elements of the training set such that T50 ⊂ T500. We use
r = 50 particles in our SVGD ensemble. Each simulation was executed three times with different seeds and the
results averaged to get a reliable measure of performance. We document results for all algorithms in Fig. 5, and
we provide tabulated results in Table 6

Table 6. Minimum relative error (%) and corresponding standard deviation of predictions for all methods. Left
column is error, right column is standard deviation

NBNN MCBNN TBNN Tikhonov

nt = 50 61.78 0.0184 54.12 0.0193 32.54 0.0078
21.89 0.0067

nt = 500 36.34 0.0231 27.00 0.0133 24.83 0.0058

Figure 5. Plots of TBNN on a test set sample, dots are observation locations. Left: true initial condition, center left:
predicted initial condition, center right: absolute error, right: standard deviation.

Table 6 illustrates that TBNN outperforms MCBNN and NBNN in both test error and standard deviation yet
again. We see that TBNN comes the closest to achieving a test error that is comparable with the Tikhonov solution,
and it also achieves a standard deviation comparable with the Tikhonov solution.

3 Conclusions

We argue that TBNN and MCBNN are an effective technique for enabling uncertainty quantification in deep
learning for inverse problems. Despite the fact that we use empirical Bayes, we believe that our formulation allows
us to elicit a physically interpretable prior on the BNN parameter space. Furthermore, we believe that the increased
rate of learning with particles sampled from the model-informed prior ρm(θ) is evidence that the framework is
interpretable. We have provided numerous numerical experiments demonstrating that TBNN can achieve test error
and standard deviations mimicking that of a Tikhonov solver.
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