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Abstract. In recent years, Supervised Neural Networks have been used to solve different tasks due to their ability
to extract and predict patterns. This kind of algorithm has in its development a first step known as the training
phase, where it tries to find the best values for the weights and biases, making the neural net predictions as close
as possible to some expected outputs. In each training iteration, updating weights and biases is realized like an
optimization problem. When developing a Neural Network that uses Spherical Harmonics Functions (SPH) for
reconstructing the 3D shape of a particle from its 2D projections, one can choose as objective function different
parameters, e.g., the volume, radius, the SPH coefficients, etc. In this paper, we discuss the performance of a
Neural Network trained with different loss functions in a 3D shape reconstruction problem context.
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1 Introduction

The costs of obtaining the 3D form of particles can be unfeasible when the granular medium has many
particles or a small granulometry (Paixao et al [1], Yan and Su [2]). In this situation, Dynamic Imaging Analyzers
(DIA) tools, e.g., QicPic and Aggregate Imaging Systems, are usually employed as alternatives to realize the
morphological acquisition of grains.

The QicPic (Sympatec Gmbh [3]]), is composed of a vibratory chute that accelerates the particles, making
them drop in a measuring zone, equipped with a high-speed digital camera with a synchronized light source that
captures the projections of particles at a rate of 500 frames per second (Witt et al [4]). Despite their efficiency
and capacity to analyze a large number of particles, the QicPic only can provide information about the 2D form of
particles like sphericity, Feret diameters, EQPC, convexity, and roundness, making this tool insufficient for some
applications that needed on accurate 3D shape characterization of the grains, e.g., the Discrete Elements Methods.

To circumvent these limitations, many authors attempt to infer the three-dimensional format of grains by
establishing correlations between the 2D and 3D shape descriptors. Through statistical methods, Yan and Su [2]]
estimated the average radius of ellipsoids from 2D projected images. Zhao et al [5] shows the applicability of some
probability distribution functions in correlating the aspect ratio, sphericity, convexity, roundness, regularity, and
roughness to cobbles and ballast particles. In Ueda [6] and Ueda et al [7], the 3D indices: sphericity, long/middle
axis ratio, long/short axis ratio, volume, surface area, equivalent diameter, and long axis length were successfully
estimated from measurable 2D projections, and the 3D particles shape was reconstructed through the combination
of Genetic Algorithm and Spherical Harmonics Functions.

In essence, inferring the three-dimensional shape of objects from their two-dimensional data is an ill-posed
problem. Understanding this, we employ Supervised Neural Networks (SNNs) to perform this task, considering
that in addition to its generalization capacity, robustness, and parallelism, Durch and Diercksen [8] emphasize
that this type of tool can perform the mapping of an arbitrary vector space into another vector space, correlating
parameters of a given data set, being an interesting tool for ill-posed mathematical problems.

From a database with particles represented by Spherical Harmonics Functions (SPH), we trained a neural
network to generate the harmonic coefficients necessary to reconstruct each particle, taking information from their
projections. During the development of the neural network, it was noted that the choice of the loss function directly
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influences the neural network’s capacity to accomplish the task of reconstruction. So, this paper shows the impact
of the loss function on the final performance of neural networks.

2 Methodology

2.1 Acquisition and Reconstruction of particles

In this work, we used 30 particles taken from an example of railway ballast library developed by Moraes et
al [9]. The digitized point cloud underwent pre-treatment that consisted of removing noise, positioning the point
cloud coinciding with the origin, and finally scaling its bounding box through a linear transformation so that, in
the end, the particle was adjusted to a cube with 2cm of edge.

As there was no uniformity between the total number of points obtained after digitization and treatment, it
was decided to mathematically represent the particles employing spherical harmonic functions, a particular group
of harmonic functions whose Laplacian is equal to zero, and have been used for the computational representation
of various objects such as concrete aggregates and sand particles (Su and Yan [10]], Liu et al [11]). For more
information about the spherical harmonic functions, recommend the works of [12]. With the point cloud having its
midpoint positioned at the origin, each sample point was mapped utilizing an azimuth (¢) and elevation (f) angle,
as seen in Fig. [I]

Figure 1. Angles used to locate a point in space.

Once the mapping is complete, the coordinate vector of the points v(x, y, 2) is expressed as a function of the
azimuths and elevation angles v(z(¢, 0), y(¢,0), (¢, )). Using the least squares method and eq. (1) the harmonic
coefficients required to approximate the three coordinates of the point cloud are determined.
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where the variables n and m are associated with Legendre Function, the c;;', ¢y, ¢,y are the spherical harmonics
coefficients to degree n and order m, and Y, (¢, 6) the spherical harmonic at degree n. In our research, the
degree adopted was equal to 16, so the number of coefficients used for reconstructing each particle was 768,
encompassing 256 coefficients c; ', 256 coefficients ¢, and 256 coefficients c.;;'. The above equations can be
expressed in a compact form by considering the existence of a matrix of generalized harmonic coefficients (C), a
set of generalized coordinates (v), and a matrix of harmonic functions (Y), as shown in eq. ().

Vaak = C3a256 Y 2562k 2

where k is the number of points.
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2.2 Dataset

Equation 2] is important for creating our dataset because, from it, we can rotate our particle in space and
obtain different harmonic coefficients capable of reconstructing the same particle in a different orientation. Being
v the vector with the coordinates of all points on the surface of a particle, when we apply a rotation matrix R we
can write this transformation as indicated in eq. (3):

VR,3zk = R323V3gk 3)

where v represents the new position of all points due to rotation. Substituting eq. (2) into eq. (3), and keeping
the values of Y fixed, we obtain a new matrix of spherical harmonic coefficients C’ able to reconstruct the original
particle in actual orientation. A similar result to that obtained in eq. {@) was found by other authors such as Zhao
et al [13]] and Zucchelli et al [14].

/
VR,3zk = R323C32256 Y2562k = C' 30256 Y 2562k €]

Understanding how to get C’, we fix the values of Y during the work, and for each of the 30 types of particles,
we generate another 2500 particles identical to it but rotated. In this way, each original particle is represented by a
set of 2500 vectors of spherical harmonic coefficients, able to describe it in a given orientation.

To produce the set of projections of the original particles, the different vectors of spherical harmonic coef-
ficients were used to recreate 250,000 points of the particle surface, and then a new projection was generated by
projecting these points onto the XY plane. Figure [2] provides an example of this procedure by showing a box
aligned in distinct orientations and two projections obtained by applying this transformation.

Xy Xy

/ /

y a) y b)

Figure 2. Extracting projections of a box, a) in the original position and b) after rotation.

Through this procedure, the dataset is composed of pairs containing the combination of spherical harmonics
needed to change the orientation of a particle and the image projected onto the XY plane due to that rotation, how
illustrated in Fig. [3]

Projection Spherical Harmonics Coefficients

[-0.05511665406852835764,-0.1374319296127290146,...., 0.0004256736878829311195, 0.002728920642467946595],,7¢5

[-0.05194697914480888440,-0.1555305058514278027,....,0.0004805450189347074000,0.002720035679467230297 11,765

[-0.04858433841995906527, -0.1730513378371226763,....,0.0005336312845970326950,0.002701046685921670507] 765

Figure 3. Example of dataset.
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2.3 Neural Network

In recent years, the attention to Machine Learning algorithms has increased due to their ability to extract and
predict patterns from datasets. According to Goodfellow et al [[15], this capacity has enabled computers to solve
problems that conventional computing techniques cannot. In the context of Geotechnical Science, applications like
slope stability (Chakraborty and Goswami [[16])), pile bearing capacity (Moayedi and Jahed Armaghami [[17]), and
soil parameters prediction (Wojciechowski [18]]) are some examples of the use of SNNGs.

Among the types of algorithms, Supervised Neural Networks (SNNs) are an assembly of interconnected
layers made up of processing units called nodes or neurons. The information processing occurs by association
between different layers, so when two neurons of different layers are connected, the output of one is the input of
the other, and a weight is assigned to this connection. Each node has an activation function and a bias, and the
outputs are produced by applying the activation function to the linear combination between all inputs, weights, and
biases them.

The architecture of our SNN comprises eight layers. The first layer receives a projection of a particle through
an image of 128x128 pixels. In the sequence, two convolutional layers, each with 16 filters and batch normal-
ization, make the feature extraction, converting the input pixels into a noisy vector. The fourth layer transforms
the outputs of convolutional layers into a column vector with 1024 elements. In the regression phase, a Multilayer
Perceptron composed of two layers with 1024 neurons and one layer with 768 neurons processes the column vector
data to produce an output vector with 768 Spherical Harmonics coefficients which has to be trained to be able to
reconstruct the same particle that originated the input image. In all layers, the activation function adopted was the
sigmoid. The network was implemented using Keras ([19]) environment due to its versatility, ease of manipulation,
and the possibility of customizing the loss function used in training.

2.4 Training

For a neural network to be able to solve a specific problem, it is necessary to define the appropriate weights
and biases. In the case of SNNs, this is realized through an adaptive process of stimulus called the training phase.
This step is similar to an optimization process in that weights and biases are adjusted at each iteration to minimize
an objective function that describes an error measure between the neural network’s predictions and a target output.
According to Ciampiconi et al [20]], choosing a loss function for training depends on the problem’s nature, the data
available, and the type of machine learning algorithm to be optimized. For example, in a classification problem
using the datasets MNIST and CIFAR10 Banerjee et al[21] found that the SM-Taylor softmax function that out-
performs the original softmax. In Hwang et al [22], only changing the activation function of the last layer and loss
function can develop a classification network, to detect if two particles are in contact, and a regression network to
estimate the normal vector, point of contact, and depth of interpenetration.

Algorithm 1 Loss 1

Ci < neural network output
target < desired output

loss =0

for count =1,2,...,768 do
dif f = Cynlcount] — C
loss = dif f? + loss

end for

loss = loss /768

{:arget [CO'LLTLt}

Three different loss functions were used during training to adjust the values of the 3,481,440 network param-
eters. The first loss (Table [I)) function determines the mean square error between the neural network outputs and
the expected harmonic coefficient values. The second loss function (Table [2)) seeks to minimize the mean squared
error between 2,500 points generated from the coefficients of the expected spherical harmonic functions and those
generated by the neural network. In the third loss function (Table[3), the 2500 points generated are triangularized,
and the polyhedral volume difference is computed.

All three network models were trained for 200 epochs with a learning rate of 0.002 and using the Adamgrad
algorithm. For each family of particles, 1250 projections were used during training, and another 1,250 projections
were reserved for testing the neural network’s capacity.
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Algorithm 2 Loss 2

Cin < neural network output
target < desired output

Ohist < []:Pnist < ]
fori; =1,2...,50do

fori, =1,2...,50do

Add(CT=209% g, ), Add(T=308 )

end for
end for
Initialize Y 5002256 like zero matrix
foris =1,2,3...,2500 do

count =1
forn=0,1,...,16 do
form=-n,—n+1...,n—1,ndo

Computes Y, (¢, 6)
Y [i5, count] < Y, (¢, 0)
count = count + 1
end for
end for
end for
reshape Ciyn to 3x256

reshape C ¢ to 3x256
T

{:arge
VNN — Ci\IN ‘Y
Vtarget = C;arget YT
loss =0
foriy =1,2,3...,2500 do

loss = \/(VNN[l, i4] — Viarget[1,74])2 + (VNN[2, 4] — Viarget[2, 14])? + (VNN[3, 14] — Viarget[3, 14])2+
loss
end for
loss = loss /2500

Algorithm 3 Loss 3

CnnN < neural network output

Ctarget < desired output

Generate 2500 points equal to Loss2

Triangularize the point cloud

Computes the volume for the Neural Network reconstruction (Voly )

Computes the volume for the desired reconstruction (V oliqrget) loss = (Volnn — VOltarget)2

3 Results

After training, the neural networks generated spherical harmonic coefficients by analyzing the projections not
used when adjusting weights and biases. With these new harmonic coefficients, a set of particles was generated, and
the values of their volumes and sphericity were compared with those of the particles that produced the projections.
A reconstruction was considered satisfactory whenever its sphericity or volume value differed by less than 10%
from the expected value. Figure [d summarizes the number of projections classified by particle type.

As one can see, the training using the Loss 3 function failed to achieve an adequate generalization capacity, so
none reconstructed particle could return adequate values of volume or sphericity. On the other hand, after training,
Loss 1 and Loss 2 proved to be adequate in inferring the volume and sphericity of the particles, considering that in
both cases, the number of projections classified by particle type was always greater than 50%. Loss 2 performed
better in the validation database than the Loss 1 function, presenting average reconstruction values of around 80%
for both descriptors.

In addition to the observation of the shape descriptors, we also sought to verify how close the particles
generated by the network and the target particles are. For this, 400,000 points were analyzed, where for the same
pair of elevation and azimuth, the radii coordinate obtained by the network and by the vector of real harmonic
coefficients were compared whenever the greatest variation between the radii was less than 10%, it was considered
that the reconstructed particle presents a shape value consistent with the expected. Figure {f] shows a summary of
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the number of projections considered similar to those of the original particle, as seen in Loss 2, which continued to
outperform the other shape functions. It is important to note that when using this classification criterion, even Loss
1 and Loss 2 presented a particle where the number of reconstructed projections was much lower than the others,
its value represented by the ball in Fig.
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Figure 4. Boxplot particle classification per type a) volume b) sphericity and ¢) maximum radius error .

4 Conclusions

This paper provides a brief explanation of the development of neural networks to infer the three-dimensional
shape of particles from their projections, with an essential emphasis on the analysis of the impact that the loss
function has on the network’s ability to accurately approximate data that were not present in the training database.

As main conclusions, we have that using volume as an objective function in training leads to an inaccurate
adjustment of weights and biases. In contrast, loss functions 1 and 2 can enable the network to perform the desired
task, recreating particles with sphericity, volume, and shape close to those expected.
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