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Abstract. The current study discusses the application of intelligent algorithms and machine learning techniques 
to predict the bond strength between steel and concrete. The paper focuses on three boosting algorithms employed 
for this prediction task. The research exploited a database derived from pull-out tests conducted on thin steel bars 
to assess the bond between steel and concrete. The experimental program involved the use of three different classes 
of concrete and two types of steel bars. The goal was to analyze the steel-concrete bond strength, which is 
influenced by various factors. For the computational simulations, the input variables considered in this study were 
the bar surface, bar diameter (ϕ), concrete compressive strength (fc), and anchorage length (Ld). The output was 
the pull-out strength at the steel-concrete interface. It is important to highlight that most previous studies in this 
field have mainly focused on bars with diameters greater than 10.0 mm, while there is limited research available 
to evaluate the performance of bars with diameters smaller than 10.0 mm. The paper describes the computational 
experiments conducted using different boosting algorithms: Adaptive Boosting (AdaBoost), Gradient Boosting 
(GB), and Extreme Gradient Boosting (XGB). These machine learning-based models achieved highly accurate 
predictions, applying specific hyperparameters. The following metrics were used to compare the performance of 
the different methods: Root Mean Squared Error (RMSE), the coefficient of variation (CV), and the error. These 
metrics were used to evaluate the reliability of each algorithm in predicting the bond strength in the samples. The 
results indicate the accuracy and goodness of fit of the model's predictions. Based on them, it can be concluded 
that the presented model can satisfactorily predict the bond strength of samples between thin steel bars and 
concrete. 
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1  Introduction 

In reinforced concrete structures, the joint operation of the steel-concrete combination is essential. This joint 
functioning prevents the relative displacement between the steel and the concrete in its surroundings Belo [1]. This 
behavior causes the stresses, whether compressive, tensile, shear or bending, to be supported by the materials and 
ensures the transfer of loads between them. According to Leohard and Mong [2] and Pinheiro et al [3], adhesion 
can be decomposed into three parts: bonding, friction, and mechanical adhesion. These parts can be divided into 
several stages: Stage I refers to chemical adhesion resulting from the micromechanical interaction of materials. In 
stage II, as the stresses increase, the chemical adhesion portion breaks and the first cracks appear at the ribs tips; 
however, the steel-concrete sliding is limited because there is a fitting of the bar in the concrete. In stage III, when 
the stresses increase, the cracks disperse radially, but are still contained by the effect of the wedges of the bar 
protrusions with the concrete. Finally, in stage IV, concrete cracking or steel bar pullout occurs. 

Usually, bonding strength is obtained by pull-out and beam tests, as established in E. N. BS [4], involving 
expensive and lengthy experimental tests. As shown in Figure 1, the purpose of the pull-out test is to pull out a 
steel bar positioned in the center of a concrete cube. This test can be performed on steel bars of any diameter; 
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however, the literature presents, mainly, studies regarding thick bars (diameter greater than 10mm), such as that 
of Almeida et al [5]. 

Analytical techniques and numerical methods have been developed to determine the steel-concrete 
bonding stress, but they have limitations. This is because the number of variables involved in this problem is large 
and also because there is a non-linear relationship between these parameters. Many authors have proposed 
empirical equations, derived from laboratory tests, but they face the same problem. As Makni [6] describes, 
machine learning algorithms are alternative techniques to overcome these limitations. Furthermore, the difficulty 
related with destructive testing makes the search for unconventional methods relevant. Hence, this paper proposes 
the use of computational intelligence methods in the prediction of the steel-concrete bonding behavior, 
corroborating with other studies on the steel-concrete bonding, especially with thin bars.  

Recent studies of the authors´ research team have developed machine learning algorithms for the 
prediction of adhesion stress in thin bars (diameter less than 10mm) [7,8,9,10,11]. The samples used in this and 
other analyses come from the study of Carvalho et al [12].  

This work uses machine learning techniques, called boosting algorithms, to predict the maximum steel-
concrete bonding strength. The following metrics will be calculated for each sample in the database: the root mean 
square error (RMSE), the coefficient of variation (CV) and the error. This study introduces a new approach to 
determine the steel-concrete bonding strength by establishing the maximum applied load using boosting 
algorithms. 

2  Methodology 

2.1 Data Description and Preprocessing 

The current study proposes the use of intelligent algorithms to predict the steel-concrete bonding strength 
using a database from the academic literature - the studies by Carvalho et al. [12]. The work used as reference 
deals with the pull-out test that evaluated the steel-concrete bonding behavior in thin bars. The experimental 
program employed concretes of class C25, C35, and C40; CA-50 ribbed bars (with diameters of 6.3, 8.0, and 10 
mm); and CA-60 notched bars (with diameters of 5.0, 6.0, 8.0, and 9.5 mm). 

This work required the acquisition of reliable experimental data to determine the steel-concrete bonding by 
means of computational intelligence. The data from Carvalho's study [12] were processed using a statistical 
technique to remove outliers and is presented by Arruda [10]. 

Four input parameters and one output parameter were used. The input parameters are as follows: concrete 
compressive strength (fc), bar diameter (ϕ), anchorage length (Ld) and the surface geometry of steel bars. The 
output parameter is the maximum applied load (in N). Table 1 shows the maximum and minimum values of the 
input and output components. As stated above, the types of steel bars used in this study are ribbed and notched.  

Figure 1 - Pull-out test set-up [11]. 
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Table 1. Database attributes 

Database attributes 
Values 

Maximum Minimum 

Diameter (mm) 10.0 5.0 

Compressive strength of concrete (MPa) 47.0 22.8 

Anchorage length (mm) 50.0 25.0 

Maximum Pull-out Force (N) 19578.0 1129.3 

 
Machine Learning algorithms are divided according to their learning type, i.e., the way they learn. There are 

three main categories: supervised, unsupervised and reinforcement learning. The models proposed in this work 
use reinforcement learning, with the division of data for training (85%), and testing (15%). The procedure adopted 
for development is described in the flowchart shown in Figure 2. 

2.2 The boosting algorithms 

Boosting algorithms are computational modeling techniques first presented by Freund and Schapire [13]. 
These algorithms improve predictive power by converting several weak learners into strong learners. They share 
the central idea of combining several weak models (usually shallow decision trees) to create a strong model that 
is better able to make accurate predictions. The procedure goes as follows: (1) create one model on the training 
dataset, and then (2) create a second model to rectify the errors present in the first model. This procedure continues 
until, and unless, the errors are minimized, and the dataset is predicted correctly. The final model is a weighted 
combination of the weak predictions. The main reinforcement algorithms include: 

Adaboost: The so-called Adaptive Boosting is a popular machine learning technique. The most common 
estimator used with AdaBoost is decision trees, called Decision Stumps. The method assigns higher weights to 
instances that were poorly ranked in the previous iteration and trains on the modified dataset. The final model is 
the measured sum of the predictions of these weak learners. According to Zhang et al [14], the AdaBoost method 
is sensitive to noisy data and outliers. This means that if there is a lot of noisy data, the time taken by the AdaBoost 
algorithm will increase and its efficiency will decrease. 

Gradient Boosting: Like the above technique, Gradient Boosting creates a robust model by combining 
several weak learners, commonly decision trees. The system adjusts the new models considering the residual error 
(difference between predicted and actual values) of the previous iteration. This minimizes the residual errors of 
subsequent iterations, gradually improving the overall performance of the method. 

Extreme Gradient Boosting: This is an advanced and optimized version of Gradient Boosting which features 
an optimized decision tree that is built in such a way as to minimize the loss function, which is defined according 
to the type of problem (classification or regression). Its formulation includes regularization techniques (Lasso and 
Ridge) which are added to the cost function, thus avoiding overfitting. Another positive aspect is that the method 
offers the possibility of cross-validation during the training process, helping to adjust the model's hyperparameters 

Figure 2- Boosting Algorithms Sequence 
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more precisely. 

In short, the goal of these algorithms is common, which is to improve accuracy by combining weak models. 
However, they differ in the way they adjust subsequent models, how they handle model weights, and how they 
apply regularization and optimization techniques. 

Several authors have used boosting algorithms as a computational method for various purposes. In Cai [15], 
the Gradient boosting regression algorithm is used to predict the Net ecosystem carbon Exchange, which is affected 
by a set of meteorological variables to different degrees, helping to assess the balance of the carbon cycle between 
biological organisms and the atmosphere. In Wang et al [16], two boosting algorithms, adaptive boosting 
(Adaboost) and light gradient boosting machine (LightGBM), were developed among the models tested, with the 
aim of evaluating the efficiency of an explainable ensemble learning framework in accurately predicting the bond 
strength between steel sections with different surface treatments and various types of concrete. 

Another authors that presented reinforcement algorithms in their work were Li and Song [17], whose work 
aimed to obtain the compressive strength and tensile strength of high-performance concrete (HPC) from data 
obtained from experimental tests. Predictive models were created, including adaboost, gradient boosted decision 
tree and XGB. The models were evaluated and it was concluded that, among those tested, the gradient boosted 
decision tree had the best performance. In Kim [18], the main objective of was to predict the strength of the 
interfacial bonding between fiber-reinforced polymer and concrete using boosting algorithms, including Catboost, 
histogram gradient boosting algorithm, extreme gradient boosting algorithm. CatBoost outperformed the other 
methods. 

2.3 Performance Metrics 

As mentioned, 𝑅𝑀𝑆𝐸 , given by Equation (1), 𝐸𝑅𝑅𝑂𝑅 , as per Equation (2), and 𝐶𝑉 , given by Equation (3), 
are used as performance metrics. In the equations, 𝑦  is the observed value of sample, 𝑦 is the mean of the 
observations of sample, 𝑦 is the predicted value of 𝑦  of sample, 𝜎  sample standard deviation of sample, 𝑖 sample 
number and 𝑁  is number of sample members. 

𝑅𝑀𝑆𝐸 =
1

𝑁
(𝑦 − 𝑦)  

(1) 

𝐸𝑅𝑅𝑂𝑅 =  
𝑅𝑀𝑆𝐸

𝑦 
 

(2) 

𝐶𝑉 =  
𝜎

𝑦
 (3) 

3  Presentation and analysis of the results 

3.1 The dataset results 

For this work, it was necessary to acquire the treated database available in Arruda et al [10]. Once the 
database was determined, the database used was divided into 17 samples according to the similarity of the input 
parameters, which yielded the mean maximum pull-out forces and standard deviations shown in Figure 3. 

The coefficient of variation (CV) is a statistical measure used when one wants to compare the variation of 
sets of observations that differ in mean or are measured at different magnitudes. The CV is widely used when 
conducting quality assurance studies and evaluating repeatability and reproducibility. It is a pure dimensionless 
number, which, when considered low, indicates a reasonably homogeneous data set. It can be difficult to classify 
a low, medium, high or very high CV, but it can be very useful in comparing two variables that are not initially 
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Table 2. Metrics of the dataset 

comparable. 

Table 2 shows the CV of each sample set. For notched bars, the CV values shows averages of 37%, 15%, 4% 
and 9% for diameters of 5 mm, 6 mm, 8 mm and 9.5 mm, respectively. The 5 mm bar presented the worst CV in 
this data set, which can be explained by the difficulties inherent in the test, i.e., to concrete a 5 mm bar in a 200 mm 
specimen and ensuring the correct anchoring length. For ribbed bars, the coefficient of variation averaged 22.5%, 
11.5% and 14% for diameters of 6.3 mm, 8 mm and 10 mm respectively. 

 

 

3.2 The boosting algorithms results 

When using machine learning techniques, such as boosting algorithms, it is paramount to carefully choose 
hyperparameters to be used in the implementation. In the present work, the GridSearchCV method was employed 
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Figure 3 - Average pulling force x samples 
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to help in this choice. GridSearchCV is used to choose the best parameters for the model. The GridSearchCV 
output of the GridSearchCV defines the "optimal" parameters for each method. 

The use of various metrics to evaluate the performance of an intelligent system is commonplace in the 
academic environment. In general, when calculating metrics for an intelligent algorithm, the target and predicted 
values of all the test data are used. However, the use of a general metric is not applicable in the case of predicting 
the adhesion strength of thin bars, due to the great variability of the samples used in this work (Figure 3).  Once 
the database was set, as well asand the methods to be used, the input parameters in each method were chosen 
(GridSearchCV) and the methods were executed, the methods were implemented, thus determining the predicted 
value for each sample. With these values, the RMSE and ERROR values were calculated for each sample. The 
metrics of the dataset are shown in Table 3. 

 

In Adaboost, for notched bars, the error value yielded averages of 34%, 14%, 7% and 13%, for diameters of 
5 mm, 6 mm, 8 mm, and 9.5 mm, respectively. For ribbed bars, the error averages were 21%, 12% and 14% for 
diameters of 6.3 mm, 8 mm, and 10 mm, respectively. In Gradient Boosting, for notched bars, the error value 
showed averages of 33%, 10%, 5%, and 9%, for diameters of 5 mm, 6 mm, 8 mm and, 9.5 mm, respectively. For 
ribbed bars, the error averages were 21%, 10% and 14% for diameters of 6.3 mm, 8 mm, and 10 mm, respectively. 
In Extreme Gradient Boosting, for notched bars, the error value showed averages of 33%, 13%, 3% and 8%, for 
diameters of 5 mm, 6 mm, 8 mm, and 9.5 mm, respectively. For ribbed bars, the error averages were 19%, 10% 
and 13% for diameters of 6.3 mm, 8 mm, and 10 mm, respectively. The worst performance for the methods was 
obtained by the 5 mm notched bar, which can be explained by the difficulties inherent to the test, as mentioned 
above. It is therefore possible to conclude that a trend was observed: the better the test's CV, the better the predicted 
value and, consequently, the error obtained by the computational method. This shows that the computational 
method responds to the characteristics of the adopted database. 

4  Conclusions 

This work had as general objective to present a study of the application of machine learning techniques in 
determining the maximum pull-out force in pull-out tests. In the original database [11], statistical techniques were 
developed aiming at the removal of spurious data [10]. Three reinforcement algorithms were implemented: 
Adaboost, Gradient Boosting, and Extreme Gradient Boosting. Once the input and output parameters were defined, 
RandonData and GridSearchCV techniques were used to place the data in random order and determine the 

Table 3. Performance metrics of the boosting algorithms 
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hyperparameters for each method. After setting the methods and hyperparameters, the reinforcement algorithms 
were implemented, thus determining the maximum pull-out force of each sample. With these data, the performance 
metrics were calculated for each sample. The results obtained in the test and in the computational method were 
compared, verifying that there is a trend between the coefficient of variation of the test and the error obtained in 
the implementations. In the end, the values predicted by the methods, and consequently the error, and the 
coefficients of variation obtained are highly consistent. Based on them, one can conclude that the presented model 
can satisfactorily predict the steel-concrete bonding strength of samples, even with thin bars. 
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