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Abstract. The fluid flow investigation in heterogeneous porous media has several applications, such as in the oil 

and gas industry. One of the problems is determining the permeability of the porous media. However, numerical 

studies often employed simple geometric forms (spheres, cubes, cylinders) to represent the porous media. Complex 

meshes are usually required when scans are employed to describe the porous media. The Lattice Boltzmann 

Method (LBM) can address this problem without complicated meshes. Recently, the moment representation of the 

LBM has gained interest due to its reduced memory requirements and increased speed. The reduced memory usage 

is achieved by storing moments from 0th to 2nd order instead of the mesoscopic populations. This change also 

reduces the bandwidth usage between the memory and the processor, which is a bottleneck for the LBM, thereby 

increasing performance. However, boundary lattices will require additional arithmetic operations when conditions 

other than a periodic need to be applied, leading to speed degradation. In simulations of a heterogeneous porous 

media, many lattices are subjected to boundary conditions, and the probability of having a neighbor lattice affected 

by it increases with a reduction in porosity. Additionally, cases with the same solid volume fraction can exhibit 

different performances. This discrepancy arises because the effect of the boundary condition in the processing is 

associated with the wet surface area. To investigate these parameters (solid volume fraction and wet surface area), 

we build heterogeneous porous media using a Gaussian blur over a randomly generated domain. We varied the 

porosity by tuning the threshold value while the standard deviation changed the surface area. The results 

demonstrate that as the porosity decreases, the computational performance also decreases. However, once the 

porosity reaches a certain threshold, the execution time decreases due to reduced total wet surface area, and the 

number of fluid nodes reduces. Additionally, there is a direct correlation between the computational speed and the 

standard deviation of the Gaussian blur for the wet surface area. With more lattices neighboring other solid lattices, 

there is a reduction of boundary conditions being applied as well as the number of collision-streaming steps being 

performed, resulting in improved performance. 

Keywords: lattice Boltzmann method, moment representation, boundary condition, performance, porous media. 

1  Introduction 

The lattice Boltzmann method is a numerical method that can solve fluid flows differently from the finite or 

volume element methods. It solves the flow at the mesoscopic scale [1,2]. Over the years, various studies have 

been performed to increase computational efficiency, especially using GPUs. These improvements have either 

focused on different streaming patterns [3–6], memory layouts [5–9], or numerical precision [10]. In these studies, 

the performance was often assessed without boundary conditions, significantly increasing the processing time as 

additional arithmetic operations were required. This case is frequently encountered when modeling porous media. 

Different methods were proposed to reduce the memory footprint in sparse domains. Tomczak and Szafran [11] 

proposed tiling the domain and consequently eliminating the necessity of computing certain lattices when all the 

nodes in the tile are solid. They also proposed a memory layout in case only specific latices of the tile are solid. 

Namvar and Leclaire [12] applied array shifting to eliminate the tiles and only compute the fluid nodes, achieving 

reduced memory usage and improved performance as the volume fraction decreased. An alternative to reduce the 

memory footprint is the moment representation of the lattice Boltzmann method (MR-LBM) [9,13,14]. Unlike 

conventional LBM, it works with the moments from 0th to 2nd
 order instead of populations. This formulation's 

advantage is the possibility of reducing global memory usage and increasing processing speed [14]. Because it is 



Evaluating the Impact of Boundary Conditions on the MR-LBM 

CILAMCE-2023 

Proceedings of the XLIV Ibero-Latin American Congress on Computational Methods in Engineering, ABMEC  
Porto – Portugal, 13-16 November, 2023 

a new method, there has been little investigation regarding how the boundary conditions affect the computing time. 

Some information on how the performance in the MR-LBM is affected by boundary conditions can be found in 

the work of  Gounley et al.[9], where two real problems are compared: aortic vs. cerebral. However, their 

investigation focused on the impact of computational parameters instead of the number of lattices affected by 

boundary conditions. Therefore, this work aims to investigate the effects of the moment-based boundary conditions 

on MR-LBM using a representation of porous media as a test environment. 

2  Numerical method 

In this work, we utilize the MR-LBM [9,13,14]. The algorithm begins by loading the moments from the 

global memory and reconstructing the populations using the following equation: 
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where ρ, u, and m(2) represent the moments from 0th to 2nd order respectively.  
( 2 )
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 denotes the Hermite polynomial 

of the second order, as is the scale factor, and is inversely proportional to the speed of the sound cs, and wi represents 

the quadrature weights, both of which depend on the velocity set used. In this study, we employed the D3Q19 

velocity set, which consists of the following values: 
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The population reconstruction step is crucial as it enables the subsequent streaming step. These 

populations are stored in the processor cache, not increasing global memory usage. Following the streaming 

process completed, the post-streaming moments  are calculated as: 
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If a boundary condition needs to be imposed, it overwrites the moments determined by Eq.(3). In this 

research, we employ the moment-based boundary conditions of Hegele et al. [15]. This method involves summing 

the known and unknown populations and computing the second-order moment: 
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where Is represents all the incoming populations in the lattice. For a Dirichlet boundary condition, this generates 

six equations for seven unknown variables (0th and 2nd order moments). The last equation is obtained by conserving 

the mass during the collision process: 
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This set of equations must then be solved to determine the moment values, which will overwrite the 

previous values that were determined during the streaming step. Following that, the collision step is executed: 
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where ω represents the relaxation frequency, which depends on the fluid viscosity and is defined ω = (υas
2+1/2)-

1. The post-collision moments are then stored in the global memory, and the timestep is completed. An 

implementation challenge arises from the impracticality of solving the system formed by Eqs. (4) and (5) at each 

time step. Thus, it is preferable to compute all 28 possible boundary combinations and their respective solutions 

using a symbolic computation package in a pre-processing step.  

The number 28 arises from the fact that each lattice can be subdivided into eight voxels, each representing 

a corner of the lattice. The combination of these voxels determines whether the boundary condition will be a wall, 

corner, or edge type, as illustrated in Figure 1. One or multiple voxels will be solid if the neighboring lattice in 

that direction represents a solid material. Hence, a lattice without boundary conditions can also be defined as a 

lattice with all eight voxels deactivated. Constructing the domain based on these voxels makes it possible to 

encompass all potential situations of boundary conditions that may arise when solving a porous media problem.  

 

 

   

Figure 1-Representation of voxels structures inside one lattice to represent a wall, convex edge, and concave 

corner. 

Finally, it is necessary to define how to create a porous structure with controlled porosity and the number 

of lattices affected by the boundary conditions. This study achieves this by applying a Gaussian blur to a randomly 

generated domain [16]. Initially, each lattice in the domain is assigned a random number between 0 and 1. We 

then compute the average value between the neighboring lattices by applying the Gaussian blur over the domain. 

If the resulting average value is less than a threshold value x, we assign the value of zero to the lattice. Otherwise, 

we assign the value of one 1. Using a Gaussian blur increases the likelihood that neighboring lattices will have 

similar values. In this work, the size of the Gaussian blur is determined by 4σ+1 in each coordinate direction, 

where σ represents the standard deviation of the blur. For example, if σ = 10, the filter will be applied to 41³ lattices. 

However, if we need a specific porosity value ϕ ≠ 0.5, the threshold value x must differ from ϕ. This is 

because increasing the value σ will cause the generated porosity ϕ to lean towards either 0 or 1, as the probability 

for the average value obtained through the Gaussian blur filter to be equal to the total average value of the domain 

reduces drastically. To address this issue, we conducted preliminary tests with different values of x and σ to 

determine the average porosity ϕ obtained. The results indicated that these values be approximated as follows: 
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where x represents the threshold value, and σ is the standard deviation for the Gaussian filter to achieve the desired 

porosity ϕ. Equation (8) has to be solved with an iteratively for x in the interval (1, 0.5). If the desired porosity ϕ  

                                                           
1 We differentiate from Ávilla et al. [16], which normalized to 0 and 1 on the last step, and moved the threshold 

value until the correct porosity was achieved. . 
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is lower than 0.5, it is necessary to use 1- ϕ instead and invert the values of 0 and 1 at the end. For ϕ = 0.5, the 

value of σ does not affect the porosity, as the domain is expected to be evenly balanced, and therefore x = 0.5. 

Figure 2 showcases the domains created with different values of σ for the ϕ = 0.5. It illustrates that as σ increases, 

both the porous size and the variance in ϕ,  resulting from the stochastic process, also increase. 

 

   
 

Figure 2 - Examples of domains (N=128) built with different values of σ (2, 4, and 8) for x = 0.5. 

3  Results 

3.1 Verification 

We verify our numerical method by considering the cubic lid-driven cavity problem. In this problem, a cubic 

domain with a side length of N lattices is used, and Dirichlet boundary conditions are applied to all surfaces. The 

walls have a velocity equal to zero, except for one, where it has a tangential velocity in the x-direction equal to U0. 

We compare the results for two Reynolds numbers: 100 and 1480. For Re = 100, we use the numerical results 

from Shu et al. [16]. For Re = 1480, we compare our results with the experimental findings of Liberzon et al. [17] 

and the numerical results of Zhang et al. [18]. The comparison is made based on the velocity profiles as a function 

of the mesh refinement along the (x, 0.5, 0.5) and (0.5, y, 0.5) axes, as shown in Figure 3. 

 

  

Figure 3 – Velocity profiles along the axis (x,0.5,0.5) and (0.5,x,0.5) for the cubic lid-driven cavity problem and 

comparison with literature data. 

The results demonstrate the satisfactory accuracy achieved by the moment-based boundary conditions. As 

the mesh is refined, the velocity profiles converge toward the previously obtained results obtained in the literature. 

The most considerable discrepancies occur in the edges of the central vortex as the Reynolds number increases. 

However, these differences are promptly eliminated with mesh refinement. 
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3.2 Performance results in porous media 

We used an NVIDIA RTX 3060 12GB as a test device to obtain the results. Previous work [14] shows that 

this device has a good balance between computing power and bandwidth, allowing it to reach 99% of the GPU 

and memory controller load capacity when using single-point precision. Therefore, any performance loss due to 

boundary conditions can be easily identified. We evaluated three mesh sizes (64, 128, and 256) for five porosities 

and four values of σ in Eq. (8). The results, shown in Figure 4, were obtained by determining the mean MLUPS 

(million lattice updates per second) of 3 runs with 10,000-time steps each. Additionally, we compared the results 

with those of the cubic lid-driven cavity. 

 

  
  

  
 

  

Figure 4 – Performance as a function of porosity, mesh size for different values of σ, and ratio of boundary 

nodes (S) with total nodes (N3). The dashed line represents the result of a cubic lid-driven cavity problem. 

The results indicate that as the porosity decreases, the computing speed also decreases, reaching its 

minimum at ϕ = 0.5. This point also coincides with the highest number of nodes affected by boundary conditions. 
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However, as the porosity decreases further, the performance increases due to the increased number of solid nodes 

that do not require computation. In some instances, it even surpassed the lid-driven cavity, where only the lattices 

on the surface of the domain have boundary conditions.  

By increasing the value of σ, there is also an increase in the processing speed because σ directly increases 

the probability of neighboring lattices having the same definition (solid or liquid). As a result, the ratio of lattices 

affected by boundary conditions is significantly reduced. To illustrate, consider a solid lattice surrounded by fluid 

nodes. In this case, 26 lattices would have boundary conditions. However, if this solid lattice is part of a plane 

wall, it would only cause, on average, one lattice to have boundary conditions, reducing the total number of 

arithmetic operations. Another consequence is the reduction in warp branching, where fluid lattices without 

boundary conditions in the same thread with ones that have boundary conditions still should perform the boundary 

conditions calculations that will no longer be needed. This effect is more evident on the right side of Figure 4, 

where the x-axis represents the percentage of lattices with boundary conditions out of the total number of lattices. 

There is a clear indication of a performance curve that strongly depends on this ratio. For lower ratio values, the 

computing speed approaches extremely high MLUPs, which coincide with a high number of solid nodes. 

Conversely, as the ratio of boundary nodes increases, it should asymptotically approach the MLUPs of a 

hypothetical situation where all the nodes have boundary conditions. 

The domain size also plays a crucial role in computing speed. For instance, when N = 64, there is a reduction 

in MLUPs. However, it asymptotically approaches a maximum value as the domain size increases. In this case, N 

= 128 and 256 yield similar results, a behavior commonly observed in other performance analyses of LBM 

documented in the literature [11,19] 

 

4  Conclusions 

This study focused on evaluating the impact of boundary conditions on the moment representation of the 

lattice Boltzmann method. The investigation used a heterogenous porous media generated by applying a Gaussian 

blur to a randomly generated domain. The findings highlighted that the method's performance is influenced by the 

number of lattices affected by boundary conditions and the number of fluid lattices. The worst-case scenario 

occurred when the porosity of the media was 50%, resulting in the maximum number of nodes affected by 

boundary conditions. The impact of boundary nodes is mitigated by observing that increasing the Gaussian blur's 

standard deviation helped reduce the number of boundary nodes while maintaining a constant porosity. Therefore, 

selecting the highest feasible standard deviation is recommended as long as it does not adversely affect the flow 

structures of interest in the porous media. Additionally, a suggestion for future work is to investigate the impact 

of indirect addressing on computing speed and overall memory usage. 
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